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Chunker 

Chunker is used to partition a sentence into a set of chunks by using the tokens 

generated by the Tokenizer. 

Parser 

Parser is a program, working as a simple compiler, that receives input in the form of 

sequential source program instructions, interactive online commands, and markup tags and 

breaks them into parts that can then be managed by another program. 

    The Smart Image Search System uses Sentence Detector, Tokenizer, and POS 

Tagger to achieve partially natural language processing. It imports the Apache OpenNLP 

library [Opennlp 2017], which supports tokenization, sentence segmentation, and POS, to 

extract attributes in Information Extraction component. The following example shows 

how Apache OpenNLP library works in the Smart Image Search System:  

 

User input Malaria is a very common and serious malady. 

Sentence Detector output Malaria is a very common and serious malady. 

Tokenizer output 

 

POS Tagger output Malaria_ NN is_ VBZ a_ DT very_ RB common_ JJ 

and_ CC serious_ JJ malady. _NNP 

Table 3.1 OpenNLP example 
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OpenNLP library and one syntax extraction module. Figure 4.2 shows the architecture of 

this component. 

 

Figure 4.2. Information Extraction 

 

    The proposed methodologies in Section 3.2.1 on extracting useful information as 

attributes are applied to this component. The operation extractAttributes() in the class 

OpenNLP is used for parsing each word and classifies them with its tag. The Smart Image 

Search System uses the operation extractAttributes() in the class SyntaxExtraction to 

extract noun words as a useful attribute.  
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4.1.2.2 Design of the Semantic Processing Component 

    Semantic Processing plays a core role in the Smart Image Search System. The 

component Semantic Processing is responsible for processing the associated attributes with 

their associated weight. To avoid the one-size-fits-all problem, the Smart Image Search 

System takes the searcher’s private feedback in the Semantic Processing component to 

obtain the most relevant search results for the searcher. Figure 4.3 shows the workflow of 

Semantic Processing. 

 

Figure 4.3 Workflow of Semantic Processing 

 

    As the workflow shows, the attributes are weighted at least once and at most three 

times. The component uses the value of the associated weight to calculate the relativity, 
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which takes the relevant attributes into consideration. For example, if a user searches for 

“malaria,” as the word “Africa” is relevant to malaria, the relativity is calculated by not 

only the weight of “malaria,” but also the associated weight between “Africa” and 

“malaria.” Figure 4.4 shows the main methods of the component Semantic Processing.  

 

Figure 4.4 Semantic Processing 

 

    Semantic Processing provides three operations for weighting: Operation firstWeight(), 

which evaluates the weight for all the extracted attributes in search queries; operation 

secondWeight(), which is only applied when the user selects specific results; and operation 

thirdWeight(), which is only applied when the searcher marks that they are satisfied via the 

feedback. The operations secondWeight() and thirdWeight() make the Semantic 

Processing achieve the objectives not only by considering the user’s personal interests to 

avoid the one-size-fits-all problem, but also by calculating the relativity based on the 

personalized semantic search method. The operations getAttributeName() and 
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searchAttributesByName() help obtain the relative attributes of the current attribute. 

Operation calculateRelativity() uses the current attributes’ weight and the relevant 

attributes’ associated weight to calculate the relativity. 

 

4.1.2.3 Design of the Ranking Component 

    The component Ranking is responsible for displaying the search results from high to 

low relativity. Figure 4.5 shows the classes in the component. 

 

Figure 4.5 Ranking 

 

    The class Ranking uses the operation display() to show the search results with the 

sorted relativity. The Smart Image Search System stores the relativity in the snippets 

database and directly sorts the snippets with the database in-order clause. 

 

4.2 Implementation of the Smart Image Search System 

    The Smart Image Search System is implemented based on the design in Figure 4.6. 

This section introduces each component of the Smart Image Search System in detail with 

its programming techniques. 
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Figure 4.6 Implementation Overview 

 

    In Figure 4.6, the Smart Image Search System implementation includes two parts: the 

client part and the server part. The client part is not only used to make the input request, but 

also to make the feedback response to interact with the server. The server part processes the 

requests from the client part and also evaluates the client’s feedback by weighting the 

associated attributes. The details on the implementation are introduced below. 

 

 

 

 



36 

 

4.2.1 Server Side 

    The server side of the Smart Image Search System is implemented by using JavaServer 

Pages (JSP) [Teodorovici 2013], Extensible Markup Language (XML) [W3schools 

2017_1], and Java Servlet [Pursnani 2001] in Maven [Maven 2008]. JSP is a technology 

that helps software developers create dynamically generated web pages based on HTML 

[W3schools 2017_2], XML, or other document types. XML is a markup language that 

defines a set of rules for encoding documents in a format that is both human-readable and 

machine-readable. The servlet receives a client’s request and generates a response based on 

that request. A Java servlet extends the capabilities of a server. 

    The implementation of each component of the Smart Image Search System is 

illustrated by converting the design into codes. 

 

4.2.1.1 The Implementation of Information Extraction 

    The Information Extraction component of the Smart Image Search System is used for 

extracting useful attributes from the user’s search queries. Information Extraction is 

implemented by its presented methodologies in Chapter 3. By importing the Apache 

OpenNLP library, the operation extractAttributes() in the class InformationExtraction 

parses each word with its POS tag. The operation extractAttributes() in the class 

SyntaxExtraction extracts the noun attributes as useful attributes. Figure 4.7 shows the 

code of POM.XML, which imports the Apache OpenNLP library. Figure 4.8 shows the 

code of the class OpenNLP. Figure 4.9 shows the code of the class SyntaxExtraction, and 

Figure 4.10 shows the code of the class InformationExtraction. 
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Figure 4.7 Code of pom.xml 
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Figure 4.8 Code of class OpenNLP 
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Figure 4.9 Code of class SyntaxExtraction 

 

Figure 4.10 Code of class InformationExtraction 
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4.2.2 The Implementation of Semantic Processing 

    The Semantic Processing component shown in Figure 4.4 is responsible for evaluating 

each pair of associated attributes by the three types of weight. The options for  weight are 

stated in section 4.1.1.2. The Semantic Processing component, the class 

SemanticProcessing, is implemented based on the methodologies presented in Chapter 3. 

Figure 4.11 shows the partial code of the class SemanticProcessing. 



41 

 

 

Figure 4.11 partial code of class SemanticProcessing 
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4.2.3 Implementation of Ranking 

    The Ranking component in Figure 4.5 is responsible for sorting the search results order 

by the relativity. It is implemented in Class Rank. The operation display () presents the 

search results in order. Figure 4.12 shows the code of Class Rank. 

 

Figure 4.12 Code of Class Ranking 

 

4.3 Client-Side 

    Client-side means that the action takes place on the client's computer. Client-side 

scripting enables interaction within a web page. The Smart Image Search System uses 

client-side to pass the request to server-side and renders the results sent back from the 

server-side on a web browser. 
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    The client-side scripting uses JSP and Cascading Style Sheets (CSS) [Wikipedia 

2017_7]. CSS is a style sheet language used to describe the presentation of a document 

written in HTML. The Smart Image Search System layout can be accomplished visually 

through CSS-based design. Figure 4.13 shows the layout of the image in CSS. 

 
Figure 4.13 CSS example of a image 

 

    The image is located at the left side of the web page. Its width implies the element 

has the 100% of its parent container, and its height is flexible depends on upon the height 

of children elements of it. The border size is 1 pixel, and its color is black. The border 

style is solid. 

    The utility of JSP is useful for passing information, such as a user’ search input and 

his search option, to the Smart Image Search System server. The server processes the 

information with servlets to perform Information Extraction, Semantic Processing, and 

Ranking. Figure 4.14 shows an example of JSP, which enables the Smart Image Search 

System to semantically process search queries.  
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Figure 4.14 JSP example of search page 

 

    In Figure 4.14, the Smart Image Search System semantically processes the search 

queries and displays the results to the user. Once the user clicks on the target result on the 
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client-side, the Smart Image Search System will perform the second weighting method on 

the server-side. The click action affects the results for the next search. 
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Chapter 5. Evaluation 

The goal of this research is to use the new semantic method to design and build a 

search engine that achieves the objectives represented in chapter 1. 

    In order to evaluate the personalized semantic search method, there are two tasks in 

this evaluation chapter: one to compare the search results between non-option search and 

general search in the Smart Image Search System; another to compare the search results 

between general option search and private option search in the Smart Image Search 

System. Because the non-option search actually adopts the current traditional search 

engine, which called Bing Search Engine [Wikipedia 2017_8], to achieve the search 

results, the two comparisons explain why uses personalized semantic search method 

instead of traditional semantic search method.  

 

5.1 Evaluation of the Smart Image Search System for Objective 1 

To avoid the one-size-fits-all problem, the Smart Image Search System provides three 

search options for users: the non-option search, the general search, and the private search. 

Figure 5.1 shows that a user is able to choose from the options. 
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Figure 5.1 Search options 

   To compare the difference between private-option semantic search and general-option 

semantic search, the Smart Image Search System uses the same search queries to test and 

evaluate the search results. Figure 5.2 and Figure 5.3 show the results from the general 

search and private search, respecitvely.  
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Figure 5.2 General search for “malaria” 
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Figure 5.3 Private search for “malaria” 

 

From Figure 5.2 and 5.3, we can observe that Smart Image Search System has two 

different search snippets with the same search queries. From the general search snippets 

shown in 5.2, which are highly related to the most popular historical searches of all users, 

we can say that “malaria endemic countries” is the most relevant result. The snippets in 

Figure 5.3 are obtained based on the user’s private historical search and have a higher 

relativity than others, which makes the “malaria distribution map of Africa” the most 

relevant result for this user. A different relativity for each user under the same search 

queries indicates that the Smart Image Search System avoids the one-size-fits-all problem, 
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which means objective 1 is achieved.                                                                  

 

5.2 Evaluation of the Smart Image Search System for Objective 2 

To achieve Objective 2, the Smart Image Search System should be able to avoid stop 

words. It uses the Information Extraction component to filter some stop words based on the 

POS tag and stores them as attributes. For example, when the search input is “Malaria is a 

common and serious malady,” the expected extracted attributes should be “malaria” and 

“malady” As shown in Figure 5.4, the number of actual attributes is less than the number of 

search queries. Apparently, in this example, the class Information Extraction has filtered 

the stop words and the expected results are achieved.  

 

Figure 5.4 Example of Information Extraction test output 

 

    To indicate that the Smart Image Search System truly achieves Objective 2, Smart 

Image Search System tests four types of search queries: a single word, phrases, a single 



51 

 

sentence, and multiple sentences. The Smart Image Search System tests each type of search 

query 50 times. The test results are shown in Figure 5.5. 

 

Figure 5.5 Objective 2 test results 

 

     The results show that the Smart Image Search System always removes the stop words 

among the four types of search queries. Thus, the Smart Image Search System achieves 

Objective 2 successfully. 

 

5.3 Evaluation of the Smart Image Search System for Objective 3 

The Smart Image Search System adopts the personalized semantic technology to 

self-improve the search results, which means the Smart Image Search System can keep 

updating the relativity for every search query based on users’ actions and feedback. This 

self-improvement exists not only in the general-option search, but also in the 

private-option search.  
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To indicate the self-improvement of the Smart Image Search System, the common 

steps of a search task session can directly show whether or not the Smart Image Search 

System can self-improve. Smart Image Search System tests the same search queries 50 

times with non-option search, general option search, and private search. The test results are 

shown in Figure 5.6. 

 

Figure 5.6 Procedure step trends 

 

In Figure 5.6, the three procedure step trends indicate the advantages of the Smart 

Image Search System. The non-option semantic search adopts the traditional semantic 

search method. Compared to the general semantic search and private semantic search 
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results, the traditional semantic search results are always the same, which makes the 

number of procedure steps remain the same as well. However, the trends of both the 

general semantic search and the private semantic search show the procedure steps keep 

decreasing, which means the Smart Image Search System can self-improve the search 

results to find the most relevant results. 

Additionally, compared to the private semantic search, the general semantic search 

still faces the one-size-fits-all issue. But the private semantic search successfully solves 

this problem. 

Based on the results, we believe that the Smart Image Search System fully achieves 

Objectives 1, 2, and 3. 
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Chapter 6. Conclusion 

This chapter reviews what the research accomplishes and discusses directions for 

future work. 

 

6.1 Review 

The Smart Image Search System adopts the personalized semantic search method to 

remove stop words, solve the one-size-fits-all problem, and self-improve the search results. 

To address the objectives in Chapter 1, the Smart Image Search System includes three 

components – Information Extraction, Semantic Process, and Ranking – to achieve the 

objectives. First, the Smart Image Search System provides three options: the non-option, 

general option, and private option. The private option can easily solve the one-size-fits-all 

issue. Second, regarding avoiding the stop words, the Information Extraction component 

adopts natural language processing to filter stop words. The Smart Image Search System 

saves the storage space of attributes and processing time without many stop words. 

Moreover, it becomes more efficient. Additionally, the Smart Image Search System 

considers users’ click actions and feedback satisfaction ratings to self-improve the search 

results. 

By evaluating the personalized semantic search method, the Smart Image Search 

System is implemented as a study case to demonstrate that the personalized semantic 

search method successfully achieves the proposed objectives.  

It can be concluded that the Smart Image Search System is a self-improving system. It 

can avoid stop words and fix the one-size-fits-all problem. 
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6.2 Future work 

There are two directions to enhance the current work.   

First, the Smart Image Search System is an image semantic search engine that 

employs images in its database. Future research will concentrate on retrieving more images 

by crawling different kinds of websites with proposed semantic search methodologies in 

the Smart Image Search System. 

Second, to better understand the natural language to remove stop words, the Smart 

Image Search System will focus on machine learning [Kulesza 2012], which is a type is 

artificial intelligence technology, works with natural language processing, probabilities, 

data mining, to better understand the users’ intent, and to improve the Smart Image Search 

System. 
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