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ABSTRACT

THE EFFECT OF SOCIAL DETERMINANTS OF HEALTH ON END-STAGE

KIDNEY DISEASE MORTALITY ACROSS DIVERSE ADULT POPULATIONS:

SYSTEMATIC REVIEW AND META-ANALYSIS

PRINCE AGYAPONG

2024

Background: This systematic review and meta-analysis aimed to examine the

influence of social determinants of health (SDOH) on End-Stage Kidney Disease

(ESKD) mortality among diverse racial populations. Given the high morbidity and

mortality associated with ESKD, understanding the impact of various SDOH factors

across different racial groups is crucial for improving patient outcomes.

Methods: A comprehensive literature search was conducted to identify studies re-

porting on the relationship between SDOH and ESKD mortality using the Preferred

Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) format. Ci-

tations were collated in EndNote 21 and screened in Covidence by two independent

reviewers, with inter-rater reliability assessed using Cohen’s kappa. Eligible studies

involved U.S. adults over 18, measuring at least one SDOH, diagnosed with ESKD,

and initiating dialysis. Methodological quality was appraised using JBI instruments

by two independent reviewers, with discrepancies resolved through discussion or a

third reviewer. All studies were included for data extraction regardless of quality

scores. Data, including author, publication year, sample sizes, effect sizes, confidence

intervals, and outcomes, were extracted using Covidence. Discrepancies were resolved

through discussion or with a third reviewer, and authors were contacted for missing

data. The meta-analysis primarily included studies reporting hazard ratios, using a

random effects model to calculate pooled estimates and confidence intervals to ac-
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commodate between-study heterogeneity. For education, a fixed effects model was

used due to significance in the results of the model.

Results: A total of 1,828 studies were initially identified, and after thorough screen-

ing and application of eligibility criteria, 85 studies were included in the systematic

review. The findings indicate that White populations have a higher risk of dying from

ESKD compared to racial minorities, even after accounting for various social deter-

minants of health (SDOH). Specifically, the risk of ESKD mortality was 19% lower

in Black populations (HR 0.81, 95% CI 0.77-0.85), 38% lower in Asian populations

(HR 0.62, 95% CI 0.59-0.66), and 16% lower in Native American populations (HR

0.84, 95% CI 0.80-0.87) compared to White populations. Hispanic populations had

a 26% lower risk compared to Non-Hispanic White populations (HR 0.74, 95% CI

0.53-1.03) and a 9% lower risk compared to Non-Hispanic populations (HR 0.91, 95%

CI 0.78-1.10), though these findings were not statistically significant. Additionally,

urban patients experience an 8% lower risk of ESKD mortality compared to rural

patients (HR 0.92, 95% CI 0.88-0.96). Higher education levels were associated with

a 10% lower risk of ESKD mortality (HR 0.90, 95% CI 0.83-0.97).

Conclusion: The study demonstrates that social factors like race, insurance, educa-

tion, and location significantly impact ESKD mortality. White patients have higher

mortality rates, while minorities experience severe complications despite receiving

equal care. Uninsured rural patients also have higher mortality rates. Higher educa-

tion and urban living lead to improved outcomes. Targeted policies and infrastructure

improvements are vital to address these disparities.
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1 INTRODUCTION

1.1 BACKGROUND

End-stage kidney disease (ESKD), also referred to as stage 5 chronic kidney dis-

ease (CKD) is a critical and irreversible decline in kidney function, reaching a point

where life cannot be sustained without the assistance of renal replacement therapy

(RRT), which includes methods like dialysis (Hemodialysis and Peritoneal) or trans-

plantation [43]. Despite significant advancements in dialysis technology over the past

two decades, the mortality rate remains considerably high among individuals with

ESKD [47]. Recent studies have shown that there are significant racial disparities in

the incidence and prevalence of ESKD, with African Americans and other minority

groups being disproportionately affected [41]. In the study by McClellan et al., Blacks

experience a disproportionate risk of ESKD compared with whites. [37].

Social Determinants of Health(SDOH), including socioeconomic status, race, and

ethnicity, play a critical role in the incidence, progression, treatment outcomes, and

mortality of ESKD. Studies have consistently demonstrated that individuals from

lower socioeconomic backgrounds and those belonging to racial or ethnic minority

groups have a higher likelihood of developing ESKD, the clinical endpoint of ESKD

[65] [28]. Systematic reviews and meta-analyses reveal that these individuals face a

1.24 to 1.55 times greater risk of developing ESKD compared to those from higher

socioeconomic backgrounds. The disparities extend beyond incidence rates, influenc-

ing disease progression, access to and quality of treatment, and ultimately, patient

outcomes [59].

The intersection of racial or ethnic minority status is significantly linked to an in-

creased risk of ESKD. The 2017 data from the United States Renal Data System

(USRDS) highlight the pronounced disparities in the incidence rates of ESKD among

minority populations. For instance, Native Hawaiians/Pacific Islanders experienced
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rates nine times higher, Black Americans nearly three times higher, and American

Indians/Alaska Natives 1.6 times higher than White Americans. Hispanic Americans

faced a 30% higher incidence rate of ESKD compared to non-Hispanics. These dis-

crepancies are largely due to a more rapid progression towards ESKD among Hispanic

and Black Americans [54]. Moreover, an analysis based on the USRDS data linked to

the US Census found that there is a significant difference in mortality rates between

black and white individuals who are young dialysis patients (aged 18-30). This differ-

ence is even more pronounced in lower-income neighborhoods, showing that economic

difficulties may worsen the racial disparities in survival rates for dialysis patients [30]

.

Findings from Ward et al. (2015) reveal that individuals from lower socioeconomic

backgrounds not only face a higher risk of progression to dialysis but also have poorer

survival outcomes once on dialysis [60]. Socioeconomic status also plays a crucial role

in determining the choice of dialysis modality; Black and Hispanic patients are less

likely to opt for peritoneal dialysis (PD) compared to White patients, a disparity that

diminishes when adjusting for socioeconomic factors. This indicates that socioeco-

nomic barriers are a significant hurdle in accessing and deciding upon treatment op-

tions. Additionally, A seven-year study involving 3,288 participants from the Chronic

Renal Insufficiency Cohort (CRIC) shed light on how ethnicity and health conditions

together influence the likelihood of needing dialysis. This study found that, upon

starting dialysis, White patients typically had more severe health problems, such as

heart failure and obesity, than Black patients, who were generally in better health

[34]. This difference in health status at the start of dialysis gave Black patients an

initial survival advantage [34]. However, when further analysis was conducted on a

larger group of 6,677 dialysis patients, this advantage disappeared after considering

factors like demographic, social, and clinical characteristics [42]. This indicates that

these factors significantly affect the mortality rate differences observed between racial
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groups.

Despite the growing body of literature available on the mortality of patients with

ESKD, the effects of SDOH on mortality among these patients have yet to be sys-

tematically reviewed and meta-analyzed. This notable gap points out the need for

a detailed systematic review and meta-analysis to integrate findings across studies.

This provides a clearer understanding of how SDOH influences ESKD patient survival

outcomes.

1.2 END-STAGE KIDNEY DISEASE

In the U.S., about 808,000 people are battling with ESKD, and forecast data suggests

that, by 2030, the number of individuals diagnosed with this condition could surpass

the 2 million mark, leading to an overwhelming annual treatment expenditure ex-

ceeding $30 billion [55] [49] [53]. This has put a significant burden on the healthcare

system, with the USRDS reporting marked fluctuations in incidence and prevalence

rates alongside notable racial disparities. From 2001 to 2021, the number of new

ESKD cases increased significantly, though the adjusted incidence rate decreased by

8.9%, highlighting an improvement in early intervention strategies. However, the in-

cidence rate among Black, Native American, and Hispanic populations remains high

[56] . This surge in cases spans across all major diseases that lead to ESKD, but dia-

betes mellitus and hypertension have been the primary drivers. Particularly striking

increases have been observed among African American and Native American popula-

tions, with diabetes being a common cause and hypertension emerging as the leading

factor for ESKD among African Americans [1].

The selection of vascular access for dialysis is critical for the effectiveness of the treat-

ment and minimizing the patient’s risk of complications. Unfortunately, recent trends

have shown an alarming increase in the use of catheters from 2018 to 2021. Catheters

are associated with higher infection and mortality rates. In 2021, White patients used
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catheters the most (25.1%), followed by Black (23.2%) and Asian patients (17.5%).

Furthermore, there were evident racial disparities in access preferences. Black patients

more frequently used grafts (22.5%) compared to other racial groups (≤ 15.6%) and

were less likely to opt for fistulas, the preferred access type, with only 54.2% using

them compared to more than 61.5% in other groups [56].

The journey of those battling End-Stage Kidney Disease (ESKD) has seen its share

of ups and downs, especially when it comes to survival rates. For almost a decade,

up until 2019, there was a glimmer of hope as we witnessed a meaningful drop in the

number of lives lost to ESKD. Sadly, this promising trend took a heartbreaking turn

in 2020, with an unexpected rise in mortality. The very next year, the situation only

slightly worsened for patients receiving hemodialysis (HD), with a marginal increase

[56].

1.3 SOCIAL DETERMINANTS OF HEALTH

Figure 1: Illustration of the Social Deter-
minants of Health as outlined in Healthy
People 2030

[57]

The World Health Organization defines

the SDOH (SDOH) as “The non-medical

factors that influence health outcomes.

They are the conditions in which peo-

ple are born, grow, work, live, and age,

and the wider set of forces and systems

shaping the conditions of daily life” [62].

The Healthy People 2023 and the World

Health Organization (WHO) recognize

five key domains of social determinants

of health, which are critical to under-

standing and improving health outcomes

across populations.
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Economic Stability: Economic stability reflects the direct impact of income, em-

ployment status, and financial security on access to healthcare services, nutritious

food, and stable housing. Financial strain or poverty often leads to compromised

health care, increased stress, and a higher risk of disease. In the U.S, a staggering

10% of the population struggles with poverty with little or no detectable change, fac-

ing significant barriers to accessing essentials such as nutritious food, medical care,

and stable housing [45]. Financial strain or poverty often leads to compromised

health care, increased stress, and a higher risk of disease. Policies that support job

creation, provide adequate wages, and reduce household food insecurity and hunger

can significantly enhance this domain’s positive effects on health [57].

Education Access and Quality: Access to quality education plays a significant

role in shaping an individual’s health, influencing employment opportunities, income,

and the development of healthy habits. Thus, ensuring access to quality education

from early childhood to higher education is crucial for empowering individuals and

promoting health equity. Children from low-income families, in particular, face sig-

nificant hurdles, including a decreased likelihood of graduating from high school or

pursuing a college education. Children living in areas with underperforming schools

and those whose families cannot afford educational expenses potentially affect their

brain development and academic success. Targeted interventions designed to sup-

port children and adolescents’ academic performance and assist families with higher

education costs are essential for fostering long-term health benefits [57].

Health Care Access and Quality: Access to comprehensive, quality healthcare

services is essential for promoting and maintaining health and preventing and man-

aging disease. In the U.S, approximately 10% of the population lack health insurance

[2]. This lack of coverage means many do not have a primary care doctor and might

struggle to pay for necessary health services and medications. Therefore, it’s essen-
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tial to implement strategies that boost insurance coverage to ensure broader access to

crucial healthcare, including preventative measures and chronic disease management

[57].

Neighborhood and Built Environment: The neighborhoods and environments

in which people live play a crucial role in shaping their health and overall quality

of life. [7] In the U.S., several neighborhoods face challenges, such as prevalent vio-

lence, compromised air and water quality, and various other risks to health and safety.

Racial and ethnic minority groups, as well as individuals facing economic hardships,

are often more susceptible to these hazards. Additionally, specific occupational en-

vironments expose workers to harmful conditions, including secondhand smoke and

excessive noise. Taking steps through interventions and legislative reforms at various

government levels can significantly mitigate these risks, providing a healthier, safer

living environment [57].

Social and Community Context: The influence of society on individual health

encompasses aspects like social support from friends and family, engagement with

the community, and experiences of equity or discrimination. A sense of belonging

and active participation in community life can shield against health risks, positively

affecting mental and physical health. Conversely, facing violence, feeling excluded,

or encountering discrimination can degrade health and restrict access to resources

essential for well-being. Therefore, addressing these social determinants is critical for

improving health equity and enhancing overall health. [57]

2 METHODOLOGY

The methodology used in this study involves systematic review and meta-analysis.

Systematic review methods are employed to ensure a structured and comprehensive

search, selection, and appraisal of relevant studies. This approach provides a robust
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framework that enhances our ability to navigate the complexities of research synthe-

sis. In the meta-analytic approach, we look at effect sizes and significant numerical

indicators of the relationship between two variables. We use the fixed and random

effects models to account for the variability within and between studies. We also

evaluate the homogeneity of the included studies to measure the consistency of effect

sizes. By combining systematic review and meta-analysis methodologies, we can offer

a clearer and more insightful understanding of the synthesis of reported associations

between SDOH factors and all-cause mortality.

2.1 SYSTEMATIC REVIEW

A systematic review is a comprehensive process that aims to collect and analyze all

available evidence related to a specific question. The process involves identifying rel-

evant studies, evaluating their quality, and synthesizing their findings [17]. Through

systematic reviews, researchers can develop new insights and conclusions by combin-

ing data from various studies or investigating specific topics. To achieve this goal,

the following steps are followed.

Search Strategy: Our search strategy is in alignment with the Preferred Report-

ing Items for Systematic Reviews and Meta-Analysis (PRISMA) format. We aimed

to identify both published and unpublished studies relevant to the topic. Initially,

we conducted a limited search in MEDLINE (PubMed), CINAHL (EBSCOhost),

the Web of Science Core Collection, which includes the Science Citation Index Ex-

panded, Social Sciences Citation Index, Arts and Humanities Citation Index, and the

Cochrane Central Register of Controlled Trials (CENTRAL), to identify articles rele-

vant to the study. We examined the text words in the titles and abstracts of relevant

articles and the index terms used to describe these articles to develop a comprehen-



8

sive search strategy for MEDLINE (PubMed). Our search strategy encompassed all

identified keywords and index terms tailored for each included information source.

The search terms included subject headings, text words, and phrases related to end-

stage kidney disease, social determinants of health, racial and ethnic disparities, and

mortality.

Study Selection: Following the search, all identified citations were collated into

EndNote 21 (Clarivate Analytics, PA, USA), facilitating the removal of duplicate

entries. The refined citation list was then imported into Covidence for a rigorous title

and abstract screening. A preliminary pilot test was conducted to refine the screening

criteria, ensuring consistency in the subsequent review process. This stage involved

two independent reviewers systematically evaluating titles and abstracts against the

established inclusion criteria.

Inter-rater reliability for the title and abstract screening was assessed using Cohen’s

kappa [38]. Following this phase, citations that passed the initial screening were

subjected to a thorough full-text review by the same reviewers to confirm eligibility

based on the inclusion criteria. Inter-rater reliability for the full-text review phase was

similarly quantified using Cohen’s kappa. Discrepancies encountered at any stage of

the selection process were amicably resolved through discussion or, when necessary,

adjudication by a third reviewer. We presented the results of the search strategy,

study selection, and inclusion process in a Preferred Reporting Items for Systematic

Reviews and Meta-analyses (PRISMA) flow diagram [40].

To establish the eligibility of the study, we used the following inclusion criteria: (a)

studies must include participants who are adults over the age of 18 years, residing

in the United States; (b) studies must measure at least one SDOH; (c) participants

must have a diagnosis of ESKD, equivalent to Chronic Kidney Disease (CKD) Stage

5; (d) participants must have initiated dialysis treatment.
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Exclusions were meticulously documented, with reasons for each exclusion noted for

transparency. Although race can be classified as an SDOH, we removed studies that

focused only on race with no other social determinants of health.

Assessment of methodological quality: Eligible studies were critically appraised

by two independent reviewers at the study level for methodological quality in the re-

view using standardized critical appraisal instruments from JBI for experimental,

quasi-experimental, and observational studies [52]. Authors of papers were contacted

to request missing or additional data for clarification, where required. Any disagree-

ments that arose between the reviewers were resolved through discussion with the

systematic review team when feasible or with a third reviewer. The results of the

critical appraisal were reported in a table with an accompanying narrative. All stud-

ies, regardless of the results of their methodological quality, underwent data extraction

and synthesis (where possible) to ensure a broad capture of SDOH across all domains

and the impact on ESKD mortality. Results of the critical appraisal were reported

in tabular format. Additionally, proper context was provided while reporting results

for articles that had low appraisal scores.

Data Extraction: Two independent reviewers reviewed the studies and ensured

they met our eligibility criteria. The data was extracted using the standardized Cov-

idence data extraction tool. The data extracted included the following details: name

of the first author, year of publication, sample sizes, effects sizes, confidence intervals,

study population, study methods, the domain of SDOH explored, interventions, and

outcomes of significance to the review question, such as differences in mortality among

different races and the related SDOH. Any disagreements between the reviewers were

resolved through discussion when feasible or with a third reviewer. If necessary, the

systematic review team reached out to the authors of papers to request missing or

additional data.
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2.2 META-ANALYSIS

Glass was one of the early pioneers in defining meta-analysis. He described it as “the

statistical analysis of a large collection of analysis results from individual studies for

the purpose of integrating the findings” [16]. In a meta-analysis, the computation of

effect size is the backbone of the study as it determines the findings across studies [4].

In quantitative research, particularly in clinical, epidemiological, and public health

studies, assessing and interpreting effect sizes are paramount. Effect sizes provide a

robust measure of the magnitude of relationships or differences observed in research

[9]. Among the various effect size metrics, Risk Ratios (RR), Odds Ratios (OR), and

Hazard Ratios (HR) are especially critical in understanding outcomes in this study.

The Risk Ratio (RR), also known as the relative risk, is a measure used to determine

the relative likelihood of an event occurring in a treatment group compared to a

control group. It is defined as the ratio of the probability of the event occurring in

the exposed or treatment group to the probability in the control or unexposed group.

Consider the table:

Table 1: 2x2 Contingency Table

Exposed Unexposed

Group 1 a b
Group 2 c d

The basic calculation of RR for each study is performed using the formula :

RR =
a

a+b
c

c+d

(2.1)

This represents the ratio of the probability of an event occurring in the treatment

group to the probability in the control group. If the Risk Ratio (RR) is 1 or close

to 1, it indicates there is no or minimal difference in risk between the two groups,

implying that the incidence of the outcome is the same for both; an RR greater than
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1 indicates an increased risk of the outcome in Group 1, suggesting that exposure

may be associated with a higher likelihood of the event; conversely, an RR less than 1

signifies a reduced risk in the Group 1, implying that the exposure might be protective

against the occurrence of the outcome.

The RR is often log-transformed to stabilize variances and normalize distributions

[5]. The log transformation of RR is calculated as log(RR) = ln
(

a
a+b

)
− ln

(
c

c+d

)
Furthermore, the variance of the log-transformed RR is a crucial component in the

meta-analysis and is computed using the formula Var[log(RR)] = 1
a
− 1

a+b
+ 1

c
− 1

c+d

This variance is used for weighting studies in the meta-analysis.

When analyzing case-control studies where the proportion of cases in the entire

population-at-risk is unknown, one cannot measure the incidence of the health out-

come or disease, making the odds ratio a useful tool. The Odds Ratio (OR) is a

statistical measure used to compare the odds of an event occurring in a cases group

to the odds in a control group.

Consider the 2x2 contingency table in Table 1. The OR is calculated using the

formula:

OR =

a

b
c

d

=
a× d

b× c

This formula represents the ratio of the odds of an event occurring in the cases group

to that in the control group. The interpretation of OR is pivotal for understand-

ing the association between exposure and event outcomes in epidemiological studies.

Specifically, an OR equal to 1 implies that the odds of the event are the same for both

the exposed and unexposed groups, indicating no association between the exposure

and the outcome. Conversely, an OR greater than 1 suggests that the exposure is

associated with an increase in the odds of the event, pointing towards a potential risk

factor. Lastly, an OR less than one indicates that the exposure may reduce the odds
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of the event, suggesting a protective effect against the outcome.

Similar to RR, the OR is often log-transformed in meta-analyses to stabilize variances

and normalize distributions [5]. The log transformation of the OR is calculated as

log(OR) = ln
(
a
b

)
− ln

(
c
d

)
. The variance of the log-transformed OR is a critical

component in the meta-analysis and is computed using the formula Var[log(OR)] =

1
a
+ 1

b
+ 1

c
+ 1

d
.

In studies where the timing of events is crucial, the Hazard Ratio (HR) offers insight

into the risk of event occurrence over time between two groups. HR is a measure used

in survival analysis to compare the risk of an event occurring at any given time in

two different groups. It’s a relative measure of effect, giving us an idea of how much

the hazard (risk of the event occurring) in one group is higher or lower than in the

other [13].

The hazard function in the Cox model is given by:

h(t|X) = h0(t) exp(β
′X).

Here, h(t|X) represents the hazard function at time t for an individual characterized

by covariate values X, h0(t) denotes the baseline hazard function that reflects the

hazard when all covariate values are set to zero, and exp(β′X) is the exponential

function of the linear predictor, itself a linear composition of the covariates X and

their respective coefficients β [10].

Let’s consider two groups with covariate vectors X1 and X2. Their hazard functions

are h1(t) = h0(t) exp(β
′X1) h2(t) = h0(t) exp(β

′X2) respectively. The hazard ratio

(HR) of group 1 to group 2 is defined as HR = h1(t)
h2(t)

. Substituting in the hazard

functions, we get HR = h0(t) exp(β′X1)
h0(t) exp(β′X2)

, which simplifies to:

HR = exp(β′(X1 −X2)). (2.2)
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When comparing two groups, an HR greater than 1 indicates that Group 1 has a

higher hazard rate, implying an increased risk of the event occurring, compared to

Group 2; an HR equal to 1 signifies no difference in hazard rates between the two

groups, suggesting that the risk of the event is the same for both. An HR less than 1

indicates that Group 1 has a lower hazard rate, indicating a reduced risk of the event

occurring compared to Group 2.

2.2.1 Fixed and Random Effects Models

The fixed-effect model operates under the assumption that all studies in a meta-

analysis estimate the same underlying effect size. Observed variations across study

results are attributable solely to random error within studies rather than true het-

erogeneity in effect sizes. Consequently, the fixed-effect model is most appropriately

applied in scenarios where the included studies are methodologically homogeneous,

implying they are similar in design, population, interventions, and outcomes. The

model is given by:

yi = θ + ϵi, (2.3)

where yi is the effect estimates and ϵi are the errors which are normally and indepen-

dently distributed with mean zero and variance σ2
i , thus ϵi ∼ N (0, σ2

i ). In the absence

of variability between studies, the effect estimates are influenced solely by sampling

error, represented by σ2
i . Consequently, these estimates follow a normal distribution,

with a mean equal to θ and a variance of σ2
i—notated as yi ∼ N (θ, σ2

i ), particularly

when considering large sample sizes [5].

Summary Effect Size Under FEM1

Let yi represent the observed effect size in study i, k represent the number of studies,

and wi represent the weight assigned to study i. It is important to note that i =

1, 2, . . . , k. The summary effect size θ̂ in a fixed-effects model (FEM) is calculated
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using the formula:

θ̂ =

∑k
i=1wiyi∑k
i=1wi

. (2.4)

The weights in a FEM are based on the precision of each study, calculated as:

wi =
1

Var(yi)
, (2.5)

where Var(yi) is the variance of the effect size in study i. The variance of the

summary effect is estimated as the reciprocal of the sum of the weights, that is:

Var(θ̂) =
1∑k

i=1 wi

. (2.6)

Then, 95% lower and upper limits for the summary effect are estimated as Lθ̂ =

θ̂ − 1.96 × SE(θ̂) and Uθ̂ = θ̂ + 1.96 × SE(θ̂) respectively. The standard error of θ̂,

denoted as SE(θ̂), is calculated as SE(θ̂) =

√
Var(θ̂). [5]

The assumption of the fixed-effect model is often invalid due to differences in the

settings and populations of the studies [14]. The idea behind combining studies in a

meta-analysis is that they are similar enough to be synthesized. However, expecting

them to be identical is unrealistic. For example, when investigating the impact of air

pollution on asthma exacerbation rates in different urban environments, we expect the

effect of air pollution to be consistent but vary across different cities or regions. Urban

infrastructure, population characteristics, or specific pollutants measured can account

for the differences in effect size. This heterogeneity among the studies suggests the

presence of varying underlying effect sizes.

In contrast, the random-effects model is used to address this complexity when there

are inherent differences among the studies, indicating that the effect size varies across

studies. This model is instrumental even without significant heterogeneity test re-

1FEM stands for the Fixed Effects Model.
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sults, as it considers both within-study variability and between-study differences.

The model under the random effects is given by:

yi = µ+ ui + ϵi, (2.7)

where ui and ϵi are sources of variability impacting yi. These are quantified by

between-studies variance, denoted τ 2, and within-study variance, σ2
i . The distribution

of yi is normally and independently distributed with mean θ and a combined variance

of τ 2 + σ2
i – denoted by yi ∼ N

(
µ, τ 2 + σ2

i

)
[24].

Estimating tau-squared τ̂ 2

The parameter τ̂ 2, serves as the estimated variance between studies in the context

of random effects models. It quantifies the heterogeneity or variability in effect sizes

across a collection of studies, highlighting the differences in true effect sizes among

them. The estimation of τ̂ 2 is pivotal for adjusting the weights of individual studies

to account for both within-study accuracy and between-study variability properly.

An approach for estimating τ̂ 2 is through the DerSimonian and Laird estimator, a

method of moments estimator [11]. This technique calculates τ̂ 2 as:

τ̂ 2 =


Q−(k−1)∑k

i=1 wi−
∑k

i=1
w2
i∑k

i=1
wi

for Q > (k − 1)

0 for Q ≤ (k − 1),

(2.8)

where Q is Cochran’s heterogeneity statistic defined in Equation 2.12, k is the number

of studies, and wi are the initial weights of the studies before adjusting for between-

study heterogeneity. To prevent the occurrence of negative values for τ̂ 2 when Q

is less than (k − 1), we set τ̂ 2 to 0. As a result, for any collection of studies, the

precision of a summary estimate from a random effects model will not surpass that

of a summary estimate from a fixed effects model [29].
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The detection of a non-zero τ̂ 2 value indicates heterogeneity among the studies’ effect

sizes, suggesting that the true effect sizes vary across studies more than what would be

anticipated by sampling error alone. This variability is a critical aspect in the adop-

tion of random effects models, as it incorporates the differences in study outcomes

into the evidence synthesis. By accurately estimating τ̂ 2, we can more effectively com-

bine results from various studies, acknowledging the diverse study characteristics and

contexts that may influence the observed effects. Among the techniques for weighted

estimation in random-effects models, the DerSimonian and Laird method is commonly

utilized due to its simplicity. Furthermore, for meta-analyses including fewer than

ten studies, the Hartung-Knapp-Sidik-Jonkman method is recommended to lower the

risk of committing a type I error, offering an advantage over the DerSimonian and

Laird method in such scenarios [15, 20–23, 35, 46].

Summary Effect Size Under REM2

Let yi represent the observed effect size in study i, k represent the number of studies,

and w∗
i represent the weight assigned to each study. The summary effect size, denoted

as µ̂, in a REM is calculated using the formula:

µ̂ =

∑k
i=1w

∗
i yi∑k

i=1 w
∗
i

. (2.9)

The weights in the REM take into account both the within-study variance σ2
i and an

estimate of the between-study variance (τ̂ 2), calculated as:

w∗
i =

1

σ2
i + τ̂ 2

. (2.10)

The variance of the summary effect is estimated as the reciprocal of the sum of the

weights, that is:

Var(µ̂) =
1∑k

i=1 w
∗
i

. (2.11)

2REM stands for the Random Effects Model.
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Then, 95% lower and upper limits for the summary effect are estimated as

Lµ̂ = µ̂− 1.96× SE(µ̂) and Uµ̂ = µ̂+ 1.96× SE(µ̂) respectively. The standard error

of µ̂, denoted as SE(µ̂), is calculated as SE(µ̂) =
√

Var(µ̂). [5]

2.2.2 Evaluating Study Homogeneity

Combining studies in a systematic review and meta-analysis often reveals differ-

ences in design, methodology, participants, and outcomes. This variation, known

as methodological or clinical heterogeneity, may explain differences in study results.

Statistical heterogeneity, indicating actual differences in study effects, poses a chal-

lenge for meta-analysis. Assessing this variability is crucial for choosing a suitable

statistical model, whether fixed or random effects.

In meta-analysis, Cochran’s Q statistic serves as a fundamental tool for assessing the

presence of heterogeneity across study results. Introduced by Cochran in 1954 and

further elaborated by Hedges and Olkin [25, p. 123][8], this statistic calculates the

weighted sum of squared differences between each study’s effect size and the overall

effect size. Specifically, it is given by:

Q =
k∑

i=1

wi(yi − θ̂)2 ∼ χ2
k−1. (2.12)

Here, yi represents the effect size derived from the ith study, while θ̂ denotes the

summary effect size estimated under the assumption of a fixed effects model. The

term k stands for the total number of studies included, and wi refers to the initial

weights assigned to the studies prior to any adjustments for observed heterogeneity.

A significant challenge with the Q statistic in meta-analysis is that its statistical power

is contingent on the number of studies included. This results in low power for analyses

comprising a small number of studies and a high power for those with a large number

[19]. To address the limitations associated with the Q statistic, such as its varying

power and the difficulty in comparing the between-study variance τ 2 across different
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meta-analyses with various effect-size metrics, Higgins and Thompson proposed the

I2 statistic [27]. This statistic assesses heterogeneity by comparing the observed Q

statistic to its expected value under the assumption of homogeneity, essentially using

the degrees of freedom (df = k − 1) as a basis for this comparison. The I2 statistics

is defined as:

I2 =


100%×

(
Q−(k−1)

Q

)
Q > (k − 1)

0 Q ≤ (k − 1).

(2.13)

The I2 statistic is essential for assessing the proportion of total variance in meta-

analysis outcomes that arises from genuine heterogeneity versus random chance. A

critical first step in analyzing study variability involves evaluating the I2 value. A

low I2 suggests that the variations observed among study results are primarily due

to chance, indicating little to no true heterogeneity. This scenario often negates the

need for further investigation. On the other hand, a high I2 signifies that a substan-

tial part of the observed variance is real, reflecting actual differences across studies.

Such a finding warrants a deeper investigation into potential sources of heterogene-

ity, possibly employing techniques like subgroup analysis or meta-regression to shed

light on the factors contributing to the variance in study outcomes. The I2 statis-

tic, therefore, guides the analytical strategy in a meta-analysis, facilitating a more

informed interpretation of the data. Higgins et al. (2003) offer provisional guidelines

for interpreting the I² statistic, proposing that values approximately around 25%,

50%, and 75% could be indicative of low, moderate, and high levels of heterogeneity,

respectively [26].

3 RESULTS

A total of 1,828 studies (Figure 2) were identified through various databases, includ-

ing MEDLINE, CINAHL, Web of Science, and CENTRAL, with a few unspecified
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sources. After the removal of 19 duplicates, 1,809 studies were screened. Of these,

1,494 studies were excluded based on predefined criteria. The remaining 315 studies

were assessed for eligibility, with another 230 studies excluded for reasons such as not

being US-based, being abstracts only, having the wrong study design, or focusing on

race without including social determinants of health (SDOH).
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Marked as ineligible by automation tools (n = 0) 
 

Studies excluded (n = 1494) 

Studies not retrieved (n = 0) 

Studies excluded (n = 230)   
Not US Based (n = 7) 
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Web of Science (n = 217) 
CENTRAL (n = 76) 
Unspecified (n = 6) 

Figure 2: Prisma flow diagram showing the workflow of
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The systematic review analyzed the distribution of studies across various SDOH do-

mains. Among the articles extracted, some of the diseases found in ESKD patients

include Type I diabetes, HIV-associated nephropathy (HIVAN), hepatitis C virus

(HCV) infection, lupus nephritis, cardiovascular disease, chronic kidney disease, hy-

pertension, glomerulonephritis, septicemia, heparin-induced thrombocytopenia, and

stroke. Additionally, the review includes studies on the impacts of COVID-19, mal-

nutrition, nephrology access time, and the effects of natural disasters on ESKD pa-

tients. The articles frequently discussed hemodialysis and peritoneal dialysis as com-

mon treatment modalities for patients with ESKD. Hemodialysis was particularly

prevalent in the studies, highlighting its widespread use and importance in managing

patients with ESKD. The sample sizes in these studies ranged from 84 to 384,276,

reflecting the variability in study scope and design.

The studies often reported on multiple SDOH domains. Specifically, in Table 2, 13

instances were recorded under Economic Stability, eight under Education Access and

Quality, 21 under Healthcare Context, 18 under Neighborhood and Built Environ-

ment, and 53 under Social and Community Context. It’s important to note that the

total number of studies included in the review was 85, with many studies addressing

more than one SDOH domain.

Table 2: Distribution of SDOH

SDOH Domain SDOH Variables # Studies

Economic Stability Income, Employment 13
Education Access and Quality Literacy, Level of Education 8
Healthcare Context Health Insurance 21
Neighborhood and Built Environment Distance to Healthcare facilities 18
Social and Community Context Race, Ethnicity 53

The study incorporated data from multiple studies, with effect sizes represented as

hazard ratios (HRs) and corresponding 95% confidence intervals (CIs). The ran-

dom effects model was employed to calculate pooled estimates to accommodate the
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between-study heterogeneity. The figures below present the pooled hazard ratios

and 95% confidence intervals (CIs) for ESKD mortality among different demographic

groups and SDOH factors. In one instance, the fixed effects model was used.

In figure 3, Erickson’s 2019 study reveals that patients who start dialysis without

insurance have a 30% lower risk of mortality from end-stage kidney disease (ESKD)

compared to those who are insured. Jurkovitz’s 2013 research presents contrasting

findings: individuals without insurance face a 46% higher risk of mortality compared

to those with private insurance, and those with public insurance experience a 91%

higher risk relative to those with private insurance. Kucirka’s 2011 studies further

elaborate on these disparities, showing that individuals with Medicaid or no insur-

ance have a 38% higher risk of mortality compared to those with private insurance,

while Medicare recipients face a 35% higher risk. Interestingly, Kucirka also notes

that those with private insurance have a 47% higher risk compared to Medicare recip-

ients. Additionally, Nee’s 2019 study highlights that individuals with dual eligibility

for Medicare and Medicaid have a 20% lower risk of mortality compared to those

with Medicare alone, those with employer group health insurance have a 13% lower

risk compared to Medicare recipients, and those on Medicaid have a 4% higher risk

compared to Medicare recipients. Salerno’s 2021 study adds another layer to these

findings, showing that Medicare patients have a 30% higher risk of mortality com-

pared to those with Medicare Fee-For-Service coverage
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Study

Erickson

Jurkovitz

Jurkovitz

Kucirka

Kucirka

Kucirka

Nee

Nee

Nee

Salerno

Year

2019

2013

2013

2011

2011

2011

2019

2019

2019

2021

Insurance

Uninsured at dialysis start (vs Insured at dialysis start)

None (vs Private)

Public (vs Private)

Medicaid/None

Medicare

Private

Dual eligibility for Medicare and Medicaid (vs Medicare)

Employer group health (vs Medicare)

Medicaid (vs Medicare)

Medicare (vs Medicare Fee−For−Service)

HR

0.70

1.46

1.91

1.38

1.35

1.47

0.80

0.87

1.04

1.30

95% CI

[0.66 , 0.74]

[0.59 , 3.64]

[0.79 , 4.65]

[1.22 , 1.57]

[1.17 , 1.55]

[1.39 , 1.56]

[0.78 , 0.82]

[0.82 , 0.94]

[0.99 , 1.09]

[1.25 , 1.35]

0.50 0.71 1.0 2.5

Figure 3: SDOH - Insurance Status; SDOH Domain - Healthcare Context.

Maripuri’s 2012 studies indicate that patients living more than 50 miles away from a

healthcare facility have a 7% higher risk of ESKD mortality compared to those living

closer, with a hazard ratio (HR) of 1.07, increasing to 30% in another cohort (HR

1.30). For those living 11-20 miles away, the risk is 5% higher in one study and 11%

higher in another. Similarly, patients living 21-50 miles away face an 8% higher risk

and 14% higher risk in the different cohorts. Additionally, those living 5-10 miles

away have a risk increase of 3% and 4% across different cohorts. Thompson’s 2012

study highlights that individuals living more than 100 miles away face a 21% higher

risk of ESKD mortality. However, the risk decreases for those living between 11-25

miles (HR 1.01), 26-45 miles (HR 0.99), and 46-100 miles. These studies collectively

suggest that greater distances to healthcare facilities are associated with increased

ESKD mortality risks.
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Study

Maripuri

Maripuri

Maripuri

Maripuri

Maripuri

Maripuri

Maripuri

Maripuri

Thompson

Thompson

Thompson

Thompson

Year

2012(a)

2012(a)

2012(a)

2012(b)

2012(a)

2012(b)

2012(a)

2012(b)

2012(a)

2012(a)

2012(a)

2012(a)

Distance

>50 Miles

>50 Miles

11−20 Miles

11−20 Miles

21−50 Miles

21−50 Miles

5−10 Miles

5−10 Miles

>100 miles

11−25 miles

26−45 miles

46−100 miles

HR

1.07

1.30

1.05

1.11

1.08

1.14

1.03

1.04

1.21

1.01

0.99

0.96

95% CI

[1.01 , 1.13]

[1.12 , 1.5]

[1.02 , 1.08]

[0.99 , 1.24]

[1.05 , 1.11]

[1.02 , 1.27]

[1.01 , 1.05]

[0.94 , 1.16]

[1.08 , 1.37]

[1 , 1.02]

[0.97 , 1.01]

[0.92 , 1]

0.71 1.0 2.5

Figure 4: SDOH - Distance to Healthcare Facility; SDOH Domain - Neighborhood
and Built Environment.

Kosnik’s 2019 studies show that patients living in the most urban areas have a 12%

and 8% lower risk of ESKD mortality compared to those in rural areas. Maripuri’s

2012 studies provide mixed results, with one cohort showing no significant difference in

risk (HR 1.00) and another indicating an 11% lower risk for urban dwellers compared

to rural ones. Salerno’s 2021 study also indicates a 10% lower risk for urban patients

compared to their rural counterparts. Overall, figure 5 of the meta-analysis reveals

a summary effect where urban patients generally experience an 8% lower risk of

ESKDmortality compared to rural patients. These results highlight the importance of

improving healthcare access and resources in rural areas to mitigate these disparities.
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Study

Kosnik

Kosnik

Maripuri

Maripuri

Salerno

Summary

Year

2019

2019

2012 (a)

2012 (b)

2021

Rurality

Most Urban (vs Rural)

Most Urban (vs Most Rural)

Urban (vs Rural)

Urban (vs Rural)

Urban (vs Rural)

HR

0.92

0.88

1.00

0.89

0.90

0.92

95% CI

[0.91 , 0.93]

[0.86 , 0.89]

[0.97 , 1.02]

[0.81 , 0.99]

[0.84 , 0.96]

[0.88 , 0.96]

SE log(HR)

0.005

0.009

0.013

0.052

0.034

Weight(%)

24.8

24.2

11.2

23.4

16.4

100

0.71 1.0 2.5

RE Model (Q = 71.73, d.f. = 4, p−value < 0.0001; I^2 = 94.4% [89.8%, 97.0%])

Figure 5: SDOH - Rurality; SDOH Domain - Neighborhood and Built Environment;
Levels - Urban vs Rural (reference group).

In figure 6, Khattak’s 2012 studies demonstrate that higher levels of education are

associated with reduced risks of ESKD mortality. Specifically, college graduates have

a 19% lower risk compared to those with less than 12 years of education, while

individuals with some college education have a 10% lower risk , and those with a

high school diploma show no significant difference (HR 0.99). Cavanaugh’s 2010

study indicates that patients with adequate health literacy face a 34% lower risk of

mortality compared to those with limited health literacy. Lockridge’s 2011 study

reveals a striking 85% lower risk for high school graduates or higher compared to

those with less education. Overall, the meta-analysis summary effect indicates that

higher education levels generally correspond to a 10% lower risk of ESKD mortality.
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Study

Khattak

Khattak

Khattak

Cavanaugh

Lockridge

Summary

Year

2012

2012

2012

2010

2011

Level of Education

College graduate (vs less than 12 y)

High School (vs less than 12 y)

Some college (vs less than 12 y)

Adequate (vs Limited)

HS Grad or higher (vs Less than HS Grad)

HR

0.81

0.99

0.90

0.66

0.15

0.90

95% CI

[0.69 , 0.95]

[0.88 , 1.11]

[0.78 , 1.05]

[0.43 , 1.01]

[0.05 , 0.49]

[0.83 , 0.97]

SE log(HR)

0.082

0.059

0.076

0.215

0.594

Weight(%)

27.2

30

28

12.4

2.4

100

0.088 0.125 0.177 0.250 0.354 0.500 0.707 1.00 2.50

FE Model (Q = 15.19, d.f. = 4, p−value = 0.0043; I^2 = 73.7% [34.4%; 89.4%])

Figure 6: SDOH - Education; SDOH Domain - Education Access and Quality; Levels
- High Levels vs Low Levels (reference group).

In the Figures 7-11, the comparisons show the risk of ESKD all-cause mortality for

various race and ethnicity groups. It is shown that 19% lower risk of all-cause mortal-

ity in Black populations compared to White populations (HR 0.81, 95% CI 0.77-0.85),

and 38% lower in Asian populations compared to White populations (HR 0.62, 95%

CI 0.59-0.66). The risk is 16% lower in Native American populations compared to

White populations (HR 0.84, 95% CI 0.80-0.87). For Hispanic populations, the risk is

26% lower compared to Non-Hispanic White populations (HR 0.74, 95% CI 0.53-1.03),

but this is not statistically significant. The risk is 9% lower in Hispanic populations

compared to non-Hispanic populations (HR 0.91, 95% CI 0.78-1.10), which is also not

statistically significant.
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Study

Kimmel

Kosnik

Abbott

Borzecki

Erickson

Gomez−Puerta

Mehrotra

Mehrotra

Mehrotra

Streja

You

You

You

Summary

Year

2013

2019

2001

2007

2019

2015

2016(a)

2016(b)

2016(c)

2011

2023

2023(a)

2023(b)

Race

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

Black (vs White)

HR

0.70

0.80

0.81

0.50

0.78

1.27

0.54

0.52

0.69

1.06

0.85

0.85

1.00

0.81

95% CI

[0.69  ,  0.71]

[0.8  ,  0.81]

[0.79  ,  0.82]

[0.4  ,  0.62]

[0.76  ,  0.8]

[1.18  ,  1.36]

[0.47  ,  0.61]

[0.32  ,  0.84]

[0.67  ,  0.71]

[1.03  ,  1.09]

[0.85  ,  0.86]

[0.85  ,  0.86]

[0.74  ,  1.33]

[0.77 , 0.85]

SE log(HR)

0.007

0.003

0.010

0.109

0.013

0.036

0.067

0.246

0.015

0.014

0.003

0.003

0.150

Weight(%)

10.1

10.2

10.0

 3.2

 9.9

 8.2

 5.6

 0.8

 9.8

 9.8

10.2

10.2

 2.0

100

0.35 0.50 0.71 1.0 2.5

RE Model (Q = 1479.27, d.f. = 12, p−value < 0.0001; I^2 = 99.2% [99.0% , 99.3%]

Figure 7: SDOH - Race; SDOH Domain - Social and Community Context; Levels -
Black vs White (reference group).

Study

Kosnik

Gomez−Puerta

Mehrotra

Mehrotra

Mehrotra

You

You

You

Summary

Year

2019

2015

2016(a)

2016(b)

2016(c)

2023

2023(a)

2023(b)

Race

Asian (vs White)

Asian (vs White)

Asian (vs White)

Asian (vs White)

Asian (vs White)

Asian (vs White)

Asian (vs White)

Asian (vs White)

HR

0.59

0.70

0.51

0.51

0.51

0.65

0.65

0.72

0.62

95% CI

[0.58  ,  0.59]

[0.58  ,  0.84]

[0.39  ,  0.67]

[0.16  ,  1.6]

[0.47  ,  0.55]

[0.65  ,  0.66]

[0.64  ,  0.66]

[0.66  ,  0.78]

[0.59 , 0.66]

SE log(HR)

0.004

0.094

0.138

0.587

0.040

0.004

0.008

0.043

Weight(%)

20.4

6.4

3.6

0.2

14.7

20.4

20.2

14.2

100

0.18 0.25 0.35 0.50 0.71 1.0 2.5

RE Model (Q = 341.33, d.f. = 7, p−value < 0.0001; I^2 = 97.9% [97.1% , 98.5%]

Figure 8: SDOH - Race; SDOH Domain - Social and Community Context; Levels -
Asian vs White (reference group).
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Kosnik

Erickson

Gomez−Puerta

You

You

You

Summary

Year

2019

2019

2015

2023

2023(a)

2023(b)

Race

Native American (vs White)

Native American (vs White)

Native American (vs White)

Native American (vs White)

Native American (vs White)

Native American (vs White)

HR

0.82

0.66

1.13

0.86

0.86

0.64

0.84

95% CI

[0.8 , 0.84]

[0.57 , 0.77]

[0.83 , 1.55]

[0.84 , 0.87]

[0.84 , 0.88]

[0.3 , 1.36]

[0.80 , 0.87]

SE log(HR)

0.012

0.077

0.159

0.009

0.012

0.386

Weight(%)

30.1

5.8

1.6

31.8

30.4

0.3

100

0.35 0.50 0.71 1.0 2.5

RE Model (Q =  25.57 , d.f. = 5, p−value = 0.0001;  I^2 = 80.4% [57.7% , 91.0%]

Figure 9: SDOH - Race; SDOH Domain - Social and Community Context; Levels -
Native American vs White (reference group).

Study

Borzecki

Mehrotra

Mehrotra

Mehrotra

Streja

Summary

Year

2007

2016(a)

2016(a)

2016(c)

2011

Race/Ethnicity

Hispanic (vs NH White)

Hispanic (vs NH White)

Hispanic (vs NH White)

Hispanic (vs NH White)

Hispanic (vs NH White)

HR

0.95

0.58

0.73

0.58

0.97

0.74

95% CI

[0.67 , 1.34]

[0.5 , 0.68]

[0.39 , 1.36]

[0.56 , 0.6]

[0.94 , 1]

[0.53 , 1.03]

SE log(HR)

0.175

0.078

0.319

0.018

0.016

Weight(%)

18.6

22.2

12.8

23.2

23.2

100

0.35 0.50 0.71 1.0 2.5

RE Model (Q = 487.57, d.f. = 4, p−value < 0.0001; I^2 = 99.2% [98.9% , 99.4%]

Figure 10: SDOH - Race; SDOH Domain - Social and Community Context; Levels -
Hispanic vs Non-Hispanic White (reference group).
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Gomez−Puerta

Nee

Salerno

Summary

Year

2015

2019

2021

Race/Ethnicity

Hispanic (vs Non−Hispanic)

Hispanic (vs Non−Hispanic)

Hispanic (vs Non−Hispanic)

HR

0.79

0.89

1.06

0.91

95% CI

[0.71 , 0.88]

[0.85 , 0.93]

[1.02 , 1.1]

[0.78 , 1.10]

SE log(HR)

0.055

0.023

0.019

Weight(%)

30.45

34.62

34.92

100

0.71 1.0 2.5

RE Model (Q = 49.33, d.f. = 2, p−value < 0.0001; I^2 = 95.9% [91.3% , 98.1%]

Figure 11: SDOH - Race; SDOH Domain - Social and Community Context; Levels -
Hispanic vs Non-Hispanic (reference group).

Publication bias was assessed to determine its impact on the meta-analyses. Publi-

cation bias refers to the tendency for studies with significant results to be published

more frequently than those with non-significant results, leading to selective publica-

tion. This bias can affect meta-analyses by overestimating true effect sizes if they

predominantly include studies with significant findings. A small p-value (typically

< 0.05) suggests evidence of publication bias. The following table presents p-values

for Egger’s and Begg’s tests across different meta-analyses, indicating the potential

presence or absence of publication bias:

The results indicate that there is no significant evidence of publication bias in most

comparisons, as evidenced by the p-values for Egger’s and Begg’s tests being well

above 0.05 for most groups. The exception is the Education meta-analysis, where

Egger’s test yielded a p-value of 0.0227, suggesting potential publication bias in stud-

ies examining the impact of education on ESKD mortality.
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Table 3: Publication Bias

Meta-Analysis P-Value

Egger’s Test Begg’s Test

Black vs White 0.6231 0.9512
Native American vs White 0.5679 0.3476
Asian vs White 0.9412 0.4579
Hispanic vs Non-Hispanic White 0.8657 1.0000
Rurality 0.8848 1.0000
Education 0.0227 0.0500

4 DISCUSSION AND CONCLUSION

This study explored the impact of social determinants of health (SDOH) on end-stage

kidney disease (ESKD) mortality in diverse groups by analyzing various research find-

ings, systematic reviews, and meta-analyses. The results provided strong evidence of

a complex relationship between race and ESKD mortality in the presence of SDOH

factors. The meta-analysis revealed that White populations faced a higher risk of

ESKD mortality compared to racial minorities. Young (2003) reported that among

diabetic individuals receiving treatment in a national healthcare system, racial mi-

norities had higher odds of diabetic nephropathy and ESKD, but a lower risk of

cardiovascular disease (CVD) and mortality compared to Whites [64]. This suggests

that when access to care is similar for ESKD patients, racial minority groups are more

likely to experience microvascular complications, while Whites are more susceptible

to macrovascular disease and mortality.

Access to healthcare services in the United States is severely limited for uninsured

adults, who often receive inadequate care and suffer worse health outcomes compared

to their insured counterparts [18, 39]. This gap is especially pronounced among pa-

tients with ESKD, where insurance status plays a crucial role in determining survival

rates. Jurkovitz et al. (2013) found that uninsured participants in the Kidney Early

Evaluation Program (KEEP) were 82% more likely to die than those with private
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insurance, highlighting the significant barriers they face in obtaining timely and ef-

fective treatment [32].

Furthermore, Medicare coverage for most dialysis patients typically begins only in the

fourth month of treatment. Before the Medicaid expansion, up to 20% of non-elderly

patients initiated dialysis without any insurance [48]. This lack of coverage often leads

to inadequate access to essential predialysis care, resulting in the underdiagnosis of

diabetes and hypertension, the two primary causes of ESKD [61] [58]. However,

patients in states that expanded Medicaid under the Affordable Care Act (ACA)

experienced lower 1-year mortality rates when initiating dialysis [48].

Higher levels of education significantly enhance health literacy, enabling individuals

to better comprehend health information and navigate complex healthcare systems.

Educated patients are more likely to engage in effective self-management practices

and adhere to prescribed treatment regimens, thereby improving their overall health

outcomes [12]. Additionally, education often correlates with higher socioeconomic

status (SES), which further influences health through improved income, stable em-

ployment, and better living conditions [50]. Consistent with findings from other stud-

ies, Cavanaugh et.al (2010) observed that patients who are male, have fewer years of

education, and are of Non-white race are more likely to possess lower health literacy

skills [6]. The study by Cavanaugh et.al is notable as it is the first to investigate

the impact of health literacy on mortality risk within a cohort of patients recently

started on hemodialysis. The findings indicate that lower health literacy is moder-

ately associated with a higher risk of mortality, suggesting it may be a significant

factor contributing to mortality in this high-risk patient population [6].

In the meta-analysis, a similar trend was observed, where higher educational attain-

ment was associated with better survival rates among ESKD patients. This is aligns

with the hypothesis proposed by Khattak et al. (2012), who found that ESKD pa-

tients with a college education had higher survival rates compared to those who did
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not finish high school, highlighting the critical role of education in improving out-

comes for individuals undergoing dialysis [33].

The study revealed that people in urban areas are less likely to die from end-stage

kidney disease (ESKD). This finding aligns with several studies that highlight the

challenges faced by patients in micropolitan and rural areas. Maripuri et al. (2010)

found that peritoneal dialysis (PD) patients in these regions often live farther from

their dialysis centers, resulting in a higher risk of mortality [36]. The increased dis-

tance can lead to gaps in PD training, dietary education, and timely response to

complications. Providing home visits and reinforcing PD training, which has been

shown to reduce peritonitis episodes in several observational studies, is more chal-

lenging for patients living far away [3].

Additionally, local healthcare factors significantly impact PD patients in these areas.

Rural hospitals often lack the necessary resources to manage acute cardiovascular

events or sepsis effectively, leading to higher 30-day mortality rates compared to

urban hospitals [31]. Access to medical specialists is also limited in rural areas, with

providers mostly concentrated in urban centers [36].

Both PD and hemodialysis (HD) patients face a higher risk of mortality the farther

they live from their dialysis unit, with PD patients living more than 50 miles away

experiencing worse outcomes. Interestingly, patients in micropolitan and rural areas

are as likely or even more likely to receive a kidney transplant compared to urban

patients, regardless of the type of dialysis they are receiving [36]. This unexpected

trend might be explained by the generally better health status of transplant-eligible

patients in rural areas. Furthermore, the impact of racial segregation in urban set-

tings, which is linked to lower kidney transplant rates, might skew the comparison,

making it seem like rural patients are more likely to receive transplants [44] [36].

Addressing the disparities in healthcare access, particularly in rural areas, is essential

for reducing mortality rates and enhancing the quality of life for individuals with
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ESKD. This may involve strategic investments in healthcare infrastructure, the es-

tablishment of more dialysis centers in underserved regions, and policies aimed at

reducing the financial burdens of travel and treatment for rural patients.

Despite the challenges, the overall results indicate that it is crucial to address adverse

social determinants in order to improve outcomes for ESKD patients. While most

interventions focus on medical treatments and patient education, it is essential to also

consider the broader social context in which patients live. To effectively reduce ESKD

mortality, interventions and policies should be designed to address adverse social

determinants. According to Thompson (2012), comprehensive strategies that include

social support and community resources are necessary to improve health outcomes in

ESKD patients [51]. Also, Rodriguez et al. (2007) highlight how urban residential

segregation, a significant social determinant, impacts dialysis facilities and patient

outcomes. Their study suggests that improving access to healthcare and addressing

social disparities can lead to better health outcomes for ESKD patients [44]

The study had some limitations that need to be addressed. It mainly focused on arti-

cles related to SDOH factors, but there was insufficient data in some domains. Also,

the categorization of racial groups posed significant challenges as these categories are

often overly broad, potentially hiding disparities within smaller subgroups that are

grouped into broader classifications.

Moreover, the study only looked at articles focusing on adult populations and indi-

viduals currently on dialysis, so the findings may not be applicable to other groups,

such as pediatric patients. Additionally, due to variations in group comparisons, it

was not possible to perform a meta-analysis for certain factors, such as insurance and

distance.

Furthermore, the studies included in the systematic review and meta-analysis had

several methodological limitations. Many studies had small sample sizes and lacked

variation in SDOH factors, which could have influenced the reliability of the results.
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Yan (2013) pointed out that studies with small sample sizes and insufficient power to

detect significant differences have inherent limitations that can affect the reliability

of the findings [63]. Additionally, some studies reported risk ratios and odds ratios

instead of hazard ratios, which were not suitable for the meta-analysis as most studies

reported hazard ratios. This inconsistency in the reported metrics complicates the

aggregation and comparison of data across studies.

In conclusion, this study emphasized the significant impact of SDOH on mortality

among ESKD patients. These factors include race, insurance status, education, and

geographical location. The study findings reveal that although White populations

face higher ESKD mortality risks, racial minorities are more likely to experience

severe microvascular complications when they have equal access to care. Uninsured

patients, especially those in rural areas, encounter significant barriers to receiving

timely and effective treatment, leading to higher mortality rates. Conversely, higher

education levels and living in urban areas are linked to better outcomes. It is crucial

to address these disparities through targeted healthcare policies and improvements in

infrastructure to enhance survival rates and the quality of life for ESKD patients.
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sessing heterogeneity in meta-analysis: Q statistic or i² index? Psychological

Methods, 11(2):193, 2006.

[30] T. S. Johns, M. M. Estrella, D. C. Crews, L. J. Appel, C. A. Anderson, P. L.

Ephraim, others, and L. E. Boulware. Neighborhood socioeconomic status, race,

and mortality in young adult dialysis patients. Journal of the American Society

of Nephrology: JASN, 25(11):2649, 2014.

[31] KE. Joynt, Y. Harris, EJ. Orav, and AK. Jha. Quality of care and patient

outcomes in critical access rural hospitals. JAMA, 306:45–52, 2011.

[32] Cynthia T Jurkovitz, Shuling Li, Keith C Norris, Ghada Saab, Andrew S Bom-

back, Adam T Whaley-Connell, Peter A McCullough, and KEEP Investigators.

Association between lack of health insurance and risk of death and esrd: results

from the kidney early evaluation program (keep). American Journal of Kidney

Diseases, 61(4 Suppl 2):S24–S32, 2013. doi:10.1053/j.ajkd.2012.12.015.

[33] Muhammad Khattak, Gursewak S Sandhu, Renuka Desilva, and Alexan-

der S Goldfarb-Rumyantzev. Association of education level with dialysis out-

come. Hemodialysis International, 16(1):82–88, 2012. doi:10.1111/j.1542-

4758.2011.00615.x.

[34] E. Ku, W. Yang, C.E. McCulloch, H.I. Feldman, A.S. Go, J. Lash, and et al. Race

and mortality in ckd and dialysis: findings from the chronic renal insufficiency

cohort (cric) study. Journal Name, Volume(Issue):Page Range, Year. doi:DOI

Number.

[35] KH Makambi. The effect of the heterogeneity variance estimator on some tests

of treatment efficacy. J Biopharm Stat, 14(2):439–449, 2004.

https://doi.org/10.1053/j.ajkd.2012.12.015
https://doi.org/10.1111/j.1542-4758.2011.00615.x
https://doi.org/10.1111/j.1542-4758.2011.00615.x
https://doi.org/DOI Number
https://doi.org/DOI Number


38

[36] S. Maripuri, P. Arbogast, T. A. Ikizler, and K. L. Cavanaugh. Rural and mi-

cropolitan residence and mortality in patients on dialysis. Clinical Journal of the

American Society of Nephrology, 7(7):1121–1129, 2012.

[37] W. McClellan, E. Tuttle, and A. Issa. Racial differences in the incidence of hy-

pertensive end-stage renal disease (esrd) are not entirely explained by differences

in the prevalence of hypertension. American Journal of Kidney Diseases, 12(4):

285–290, 1988.

[38] M. L. McHugh. Interrater reliability: the kappa statistic. Biochemia Medica, 22

(3):276–282, 2012.

[39] JM McWilliams, AM Zaslavsky, E Meara, and JZ Ayanian. Impact of medicare

coverage on basic clinical services for previously uninsured adults. JAMA, 290

(6):757–764, 2003.

[40] M. J. Page, J. E. McKenzie, P. M. Bossuyt, et al. The prisma 2020 statement:

An updated guideline for reporting systematic reviews. BMJ, 2021. n71.

[41] L. C. Plantinga, D. C. Crews, J. Coresh, E. R. Miller III, R. Saran, J. Yee, et al.

Prevalence of chronic kidney disease in us adults with undiagnosed diabetes or

prediabetes. Clinical Journal of the American Society of Nephrology: CJASN, 5

(4):673, 2010.

[42] B. M. Robinson, M. M. Joffe, R. L. Pisoni, F. K. Port, and H. I. Feldman.

Revisiting survival differences by race and ethnicity among hemodialysis patients:

the dialysis outcomes and practice patterns study. Journal of the American

Society of Nephrology, 17(10):2910–2918, 2006. doi:10.1681/ASN.2005121321.

[43] P. Roderick. Epidemiology of end-stage renal disease. Clinical Medicine (London,

England), 2(3):200–204, 2002. doi:10.7861/clinmedicine.2-3-200.

https://doi.org/10.1681/ASN.2005121321
https://doi.org/10.7861/clinmedicine.2-3-200


39

[44] RA Rodriguez, S Sen, K Mehta, S Moody-Ayers, P Bacchetti, and AM O’Hare.

Geography matters: Relationships among urban residential segregation, dialysis

facilities, and patient outcomes. Annals of Internal Medicine, 146:493–501, 2007.

[45] J. Semega, M. Kollar, J. Creamer, and A. Mohanty. Income and poverty in the

united states. 2019.

[46] K Sidik and JN Jonkman. Robust variance estimation for random effects meta-

analysis. Comput Stat Data Anal, 50(12):3681–3701, 2006.

[47] P. Stenvinkel and A. Alvestrand. Inflammation in end-stage renal disease:

sources, consequences, and therapy. Seminars in Dialysis, 15(5):329–337, Oct

2002.

[48] S Swaminathan, BD Sommers, R Thorsness, R Mehrotra, Y Lee, and

AN Trivedi. Association of medicaid expansion with 1-year mortality among

patients with end-stage renal disease. JAMA, 320(21):2242–2250, 2018.

doi:10.1001/jama.2018.1650.

[49] L.A. Szczech and I.L. Lazar. Projecting the united states esrd population: issues

regarding treatment of patients with esrd. Kidney International, 66(suppl 90):

S3–S7, 2004.

[50] S. Tao, X. Zeng, J. Liu, et al. Socioeconomic status and mortality among dial-

ysis patients: a systematic review and meta-analysis. International Urology and

Nephrology, 51:509–518, 2019. doi:10.1007/s11255-019-02078-5.

[51] Scott Thompson, John Gill, Xinqi Wang, Raj Padwal, Roger Pelletier, Aminu

Bello, Scott Klarenbach, and Marcello Tonelli. Higher mortality among remote

compared to rural or urban dwelling hemodialysis patients in the united states.

Kidney International, 82(3):352–359, 2012. doi:10.1038/ki.2012.167.

https://doi.org/10.1001/jama.2018.1650
https://doi.org/10.1007/s11255-019-02078-5
https://doi.org/10.1038/ki.2012.167


40

[52] C. Tufanaru, Z. Munn, E. Aromataris, et al. Chapter 3: Systematic reviews of

effectiveness. In: JBI Manual for Evidence Synthesis [Internet], 2020. Available

from: URL (accessed January 2, 2024).

[53] United States Renal Data System. 2016 usrds annual data report: Epidemiology

of kidney disease in the united states. volume 2: Esrd in the united states.

Technical report, National Institutes of Health, National Institute of Diabetes

and Digestive and Kidney Diseases, Bethesda, MD, 2016.

[54] United States Renal Data System. 2018 usrds annual data report: Epidemiology

of kidney disease in the united states. Annual data report, United States Renal

Data System, 2018.

[55] United States Renal Data System. 2022 usrds annual data report: Epidemiol-

ogy of kidney disease in the united states. National Institute of Diabetes and

Digestive and Kidney Diseases, National Institutes of Health, US Department of

Health and Human Services, 2022. URL https://usrds-adr.niddk.nih.gov/

2022. Accessed May 22, 2023.

[56] United States Renal Data System. 2023 usrds annual data report: Epidemiology

of kidney disease in the united states, 2023.

[57] U.S. Department of Health and Human Services, Office of Disease Prevention and

Health Promotion. Healthy people 2030. Technical report, U.S. Department of

Health and Human Services, 2020. URL https://health.gov/healthypeople.

[58] US Renal Data System. 2017 United States Renal Data System (USRDS) Annual

Data Report: Epidemiology of Kidney Disease in the United States. National

Institute of Diabetes and Digestive and Kidney Diseases, Bethesda, MD, 2017.

[59] P. Vart, R. T. Gansevoort, M. M. Joosten, U. Bültmann, and S. A. Reijneveld.
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