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This dissertation focuses on one of the most critical and complicated challenges facing electric power transmission and distribution systems which is their vulnerability against failure and attacks. Large scale power outages in Australia (2016), Ukraine (2015), India (2013), Nigeria (2018), and the United States (2011, 2003) have demonstrated the vulnerability of power grids to cyber and physical attacks and failures. These incidents clearly indicate the necessity of extensive research efforts to protect the power system from external intrusion and to reduce the damages from post-attack effects. *We analyze the vulnerability of smart power grids to cyber and physical attacks and failures, design different game-theoretic approaches to identify the critical components vulnerable to attack and propose their associated defense strategy, and utilizes machine learning techniques to solve the game-theoretic problems in adversarial and collaborative adversarial power grid environment.** Our contributions can be divided into three major parts:

**Vulnerability identification:** Power grid outages have disastrous impacts on almost every aspect of modern life. Despite their inevitability, the effects of failures on power grids’ performance can be limited if the system operator can predict and identify the vulnerable elements of power grids. To enable these capabilities we study machine learning algorithms to identify critical power system elements adopting a cascaded failure simulator as a
threat and attack model. We use generation loss, time to reach a certain percentage of line outage/generation loss, number of line outages, etc. as evaluation metrics to evaluate the consequences of threat and attacks on the smart power grid.

**Adversarial gaming in power system:** With the advancement of the technologies, the smart attackers are deploying different techniques to supersede the existing protection scheme. In order to defend the power grid from these smart attackers, we introduce an adversarial gaming environment using machine learning techniques which is capable of replicating the complex interaction between the attacker and the power system operators. The numerical results show that a learned defender successfully narrows down the attackers’ attack window and reduce damages. The results also show that considering some crucial factors, the players can independently execute actions without detailed information about each other.

**Deep learning for adversarial gaming:** The learning and gaming techniques to identify vulnerable components in the power grid become computationally expensive for large scale power systems. The power system operator needs to have the advanced skills to deal with the large dimensionality of the problem. In order to aid the power system operator in finding and analyzing vulnerability for large scale power systems, we study a deep learning technique for adversary game which is capable of dealing with high dimensional power system state space with less computational time and increased computational efficiency. Overall, the results provided in this dissertation advance power grids’ resilience and security by providing a better understanding of the systems’ vulnerability and by developing efficient algorithms to identify vulnerable components and appropriate defensive strategies to reduce the damages of the attack.
CHAPTER 1 Introduction to cyber-physical security of smart grid

ABBREVIATIONS

AMI  Advanced Metering Infrastructures.
CIP  Critical Infrastructure Protection
CVE  Common Vulnerabilities and Exposure
DOE  The U.S. Department of Energy
EISA  Energy Infrastructure Security Act
ESP  Electronic Security Parameter
GPS  Global Positioning System
IED  Intelligent Electronic Devices.
IoT  Internet of Things
ITIC  Information Technology Industry Council
MaDiIoT  Manipulation of Demand over Internet of Things
NERC  North American Electric Reliability Corporation
NIST  National Institute of Standards and Technology
NSF  National Science Foundation
PMU  Phasor Measurement Units.
WAMPAC  Wide Area Monitoring, Protection, and Control
The modern era of electric power transmission and distribution system evolved from a fragile electric infrastructure improving transmission and distribution efficiency, aiding the utility operators and consumers in multidimensional ways. The advancement of this system involves, incorporation of communication devices, multidimensional communication between different sectors, cloud monitoring and control of the entire system, etc. Along with the incremental benefits and features, the vulnerability of this system is also expanding. The exposure list comprises of many critical elements forming a complex infrastructure. A large number of heterogeneous devices such as, PMU IED, and AMI are being connected to the system. Figure 1.1 shows the conceptual diagram of smart grid.

![Conceptual Model](image)

**Figure 1.1. Conceptual model of Smart Grid developed by NIST [1]**

The conceptual model of smart grid developed by National Institute of Standards and Technology (NIST) explains the overall composition of electric power transmission and delivery system, and its applications.
1.1 Overview of the smart grid

1.1.1 Traditional electric power delivery system

The traditional electric power delivery system is mostly electromechanical in form of infrastructure. The main problem using this electromechanical type of infrastructure is that, they cannot communicate between the devices to address any changes in the system. Moreover, in the traditional power grid, power is distributed in one way only (from the generating plant).

![Figure 1.2. One directional flow of power in traditional grid structure](image)

Figure 1.2. One directional flow of power in traditional grid structure

Figure 1.2, presents a simple block diagram showing unidirectional power flow in traditional electric power grid. There are four basic blocks in the power system. They are generators, transmission network, distribution network, and loads or consumers.

Traditional grid uses centralized generation which obstructs the way of using alternative energy sources. This centralized generation generates electricity from various resources. The generated electricity is delivered to the consumers via electrical transmission and distribution network. Moreover, traditional power grid uses electromechanical sensory systems which has very low data sampling speed. This obstructs the way to analyze the system for detecting any anomalies. The restoration technique after any fault or contingencies in the system is manual for the traditional power grid. Due to the aging and limitations, traditional
electric power delivery system is vulnerable to failure which can be extended to blackouts. Along with having a aging infrastructure, traditional power grid faces challenges that was never envisioned by the power system operation planner and developer before. To enhance the grid performance and resilience, the traditional fragile power grid is equipped with modern technologies which makes it a smart grid.

1.1.2 Smart grid

One of the major transition from traditional electric power grid to advanced smart electric power grid is the incorporation of information and communication technology (ICT) to digitize and form a network of complex systems. The transition involves solving the challenges across generation supply, transmission operation, demand variation, energy storage, renewable energies, distributed generations, market regulations, and enhancement of power system security from different internal and external threats. With the vision of modernization of electric power grid, national and international efforts are being made to increase reliability, resiliency, sustainability, and efficiency. This list also includes transition to renewable energy sources, reducing greenhouse gas emissions, implementing secure smart grid technologies and addressing cybersecurity and privacy issues. The overall objective is to develop a sustainable economy that will ensure the prosperity of future generations. Figure 1.3 shows the flow of information in the interconnected network of smart electric power grid. In the phase of modernization of electric power grid from fragile, aging, traditional form to advanced cyber-physical power system, it experienced large scale changes. Long distance transmission lines are being installed to ensure power delivery from remote generating stations to residential areas.
Distributed renewable energy sources are being installed to improve environmental sustainability and economics. According to the Energy Infrastructure Security Act (EISA) of 2007 by National Institute of Standards and Technology (NIST) several benefits of smart grid has been anticipated [3]. They are, improving power reliability and quality, optimizing facility utilization and averting constriction of backup (peak load) power plants, enhancing the capacity and efficiency of existing electric power grid, improving resiliency to disruption by natural disaster and foreign attacks, enabling predictive maintenance, and “self-healing” responses to the system disturbances, etc.

Smart electric power grid with “self-healing” capability utilizes different machine learning algorithms to predict the responses of the system to different disturbances. To analyze the system more precisely and train the system to respond to any disturbances a large num-
ber of data is collected from the electric power grid. To collect these data, a large number of heterogeneous devices are being deployed. The number of data measurement devices (PMUs, AMIs, etc.) are increasing rapidly and the total number of installed Internet of Things (IoT) devices is predicted to increase from 15.41 billion in 2015 to 75.44 billion by 2025 [4]. The total number of installed PMUs in the United States had exceeded 1380 by the end of 2015. These PMUs cover almost 100% of the total US transmission system [5]. The PMUs provide high-resolution, precise, and reliable synchronous measurement data of nested power system network utilizing global positioning system (GPS). The data provided by the PMUs paves the way for wide area monitoring and protection, and control (WAMPAC) technologies. The PMU data sampling and recording rate usually varies from 10 – 60 samples per second in a 60Hz power system which is way higher than the traditional SCADA system with a sampling rate of 0.25 – 0.5 samples per second [5], [6]. This highly sampled data from the real system helps the power system operators to understand the systems dynamics more accurately. In the distribution sector, AMI is replacing once a month meter reading techniques. A large number of smart meters are being deployed to ensure multidimensional monitoring and communication.

These developments promise enhanced operational efficiency of the modern electric power generation, transmission, and delivery system. These also ensure the robustness of the grid structure. Moreover, integration and implementation of advanced technology is increasing the versatility of the electric power system to make our life comfortable.
1.2 Cyber-physical security of smart grid

Advanced infrastructure and multidimensional flow of information makes the smart electric power grid or cyber-physical power system vulnerable to severe security threats. Incorporating multidimensional communication, monitoring, and versatile technology, smart grid is exposed to foreign intrusion, threat to data theft, privacy violation, and major financial, social, and political damages. To make the risk management process efficient, detailed and extensive analysis of all the vulnerabilities listed in the CVE list are required [7]. The DOE’s “grid modernization” initiatives primarily focus on the security and resiliency of the smart grid [8]. With the road-map to 2030, the DOE is promising to bring the following features in the advanced cyber-physical power system: self-healing from power disturbances, cyber-physical attack resilient operation of electric power grid, all generation and energy storage technologies utilization, ensuring consumers’ active participation, etc. NSF’s “10 Big Ideas” include different agendas involving security of the large-scale infrastructures including energy sectors [9]. CIP standards introduced by the NERC include an ESP [10]. This ESP prevents remote and unwanted intrusion to the control center or substation within its range. Despite all these standards and regulations, attacks on the power grid are increasing throughout the world. In 2018, Nigeria faced a major blackout due to the vandalizing of the major gas pipeline (70% of the electricity of this country comes from natural gas). In 2017, Nigeria faced almost 24 system collapses [11]. Colombia’s national electric grid has been attacked by terrorists at a rate of 100 times each year. In addition, the United States created a list of 42 international terrorist groups as potential threats to the United State energy sector operating throughout the whole world [12]. Over the past
10 years, approximately 2,500 attacks have been conducted targeting the electric power transmission and distribution system by these terrorist groups.

In 2017, the total number of power outage related events in the united states was recorded as 3,526 and they affected almost 36.7 million people. The total duration of the power outage events in 2017 was 2,84,086 seconds which is equivalent to 197 days [12]. A recent study conducted by ITIC confirms that, just 60 minutes of downtime causes loss of $100,000 on average. For some industries, this amount is significantly higher [13].

The motivations behind launching attack on smart electric power grid include economic benefits (e.g., electricity bill reduction), causing political unrest, create chaos and panic among the mass people, and terrorism. Along with the advanced features, the smart grid is increasing the attack surface for the threat actors. Advanced cyber-physical electric power delivery system is reaching every industrial and residential buildings and houses, letting the potential threat actors to access many of the critical elements of the grid. While incorporating heterogeneous services, cyber physical power system is becoming exposed to a wide range of threats. Having a large area of concentration, it is quite impossible to ensure security of every single subsystem.

Conducting extensive research on the security of cyber-physical power system establishes a multidisciplinary frontier, incorporating physical security of the electric power grid with cyber monitoring, control, and operation system. The outcomes of these research will help the utility operators and relevant authorities to enhance the power grid resilience, reducing the vulnerability.
1.2.1 Physical security of smart grid

Power outages in Nigeria, Australia, the United States, Canada, Ukraine, etc. endorse the necessity of increasing the security of electric power generation, transmission, and delivery system. Physical security of electric power grid mainly focuses on the restoration and survival of the system after experiencing contingencies. Contingency analysis is one of the core research area of power system stability to minimize the interruption of electric power delivery after experiencing contingencies. Utility operators and power system planners must go through contingency analysis to have better understanding on the events including disturbances, anomalies, faults, planned outages, etc. Contingency analysis has established security constraints for optimal power flow, unit commitment, economic dispatch, etc. These help the power system to perform a steady and efficient operation of electric power systems. For the transmission and distribution grids in the United States enforced $N - 1$ contingency security (i.e., the power system will perform its operation security even after the loss of an components. Power grid physical security might comprises of many different and diverse factors, such as: human error, mechanical error, weather related outages, etc. In Iraq, terrorists and insurgent groups attacked power grid transmission lines to create social unrest, cause financial damages, and steal valuable transmission line materials. Columbia’s electric power grid is attacked with a frequency of more than 100 times each year by the terrorists. If causing social and political unrest, panic, mass destruction, financial damage, the U.S. electric power grid would be a suitable target. So, to ensure uninterrupted power delivery to the consumers and the industries extensive research is a must for power grid communities.
1.2.2 Cybersecurity of smart grid

Cyber security is one of the sophisticated area of cyber-physical system. The objectives of security in smart grid include three key components, i.e., availability, integrity, and confidentiality. Figure 1.4 represents the network architecture in the cyber physical power system (inspired from [14]). Enabling multidimensional flow of information in several sectors, cyber-physical power system is serving the industry and residential community a high quality service. Moreover, high sampled measurement data allows the system operator to create situational awareness, detect anomalies and error in the system. However, the advancement in cyber-weapons are making the power system more vulnerable. Dragonfly, Dragonfly 2.0, NotPetya, WannaCry, Industroyer, and Stuxnet are among the modern generation cyber weapons [15]. Ukraine’s power grid was attacked by Stuxnet malware. Ukraine experienced cyber attack twice in 2015 and 2016. The first attack affected almost 2,25,000 people. The second attack knocked down about one fifth of Kiev’s total power consumption. Hackers already claimed that, they gained the access to the backdoor of some of the United State’s utility companies. With these type of access they can override any command they want which can cause catastrophic damages. MadIoT is one of the recent advances in the attack strategies which manipulates the demand to cause frequency deviation, cascaded failures, and so on. MadIoT attack is initiated by botnets, such as Mirai botnet, IoTroop botnet, Ramnit botnet, etc.
These botnets are capable of accessing the IoT devices in a network to control the smart appliances (such as, AC, water heater, dish washer, cloth dryer, etc.). WannaCry is a ransom-ware program that attacked more than 300,000 computers in almost 150 countries. According to security experts, we are heading towards *Cyber Pearl Harbor*, and the next 9/11 will be in the energy sector.

1.2.3 Acting towards the solution of threats

In response to the threats caused by human/non-human factors in cyber-physical power grid, numerous research attempts has been made. Machine learning and game theory is considered as the state-of-the-art techniques to address the issues in cyber-physical electric
power grid.

Machine learning methods are becoming popular in different fields of cyber-physical power system. These fields include planning, operation, maintenance, control, and security of the system [16]–[18]. Nowadays, the vulnerability of the power system has become significantly important due to the increased complexity and inter-connectivity of heterogeneous devices. Different machine learning techniques, such as different supervised, unsupervised, and semi-supervised learning algorithms are used for identify the critical contingencies of a power system. Classification and clustering techniques are used to classify and detect events, anomalies, and error data. These machine learning techniques can be integrated with game theory to solve adversarial problems in power system network.

Game theory is expected to be a formal analytical and conceptual framework with a set of mathematical tools enabling the study of complex interactions between independent rational players (i.e., the attacker and the defender). Game theory is used for explaining complex interaction and behavior of adversaries in the network (power, communication, etc.). Different games were formulated to address the challenges and issues in cyber-physical power systems (such as gas-power-water infrastructure, different communication networks [19]–[21]).

Proper solution for these game theoretic approaches are significantly important for the government authorities and the power companies to enhance the protection and avoid the consequent loss. To solve different game problems (such as general sum, zero-sum, nonzero-sum, differential etc.), different learning approaches (such as neural networks, deep neural networks, approximate dynamic programming, adaptive dynamic programming, reinforcement learning etc.) are being used by the researchers [22]–[29]. Acting
together, machine learning and game theory can respond to the adversaries in ways that reduce damage to the system or prevent the attack from happening.

1.3 Significance and organization

1.3.1 Significance of the research

Identification of the critical contingencies and selecting the proper defense scheme against malicious attack is very crucial to enhance the security of cyber-physical power grid. Although there have been some research works exploring cyber-physical attack in the power grid, the identification of vulnerable elements in adversarial environment, proper defense scheme using machine learning approach remain a major challenge to ensure maximum security of the smart grid. To address the aforementioned issues compromising the security of smart electric power grid, this dissertation aims to assess the critical nature and vulnerability of power grid under adverse situations systematically, such as foreign intrusion, cascading failures, etc. To this extent, this dissertation focuses on identifying the critical components that leads the power system cascading failures, and in some cases massive blackouts. We utilize state-of-the-art machine learning techniques to identify the vulnerable elements considering combinations of critical elements, and sequence of critical elements. Moreover, utilizing the game theoretic approach, this dissertation proposes some novel defense strategies identifying the optimal attack and defense actions in adversarial environment.

So far, extensive research studies has been conducted investigating the security of smart grid. Cascading failures, risk graph, cyber-physical system security, and hardware/human-in-the-loop are the emergent areas or research working towards securing the modern smart
grid [30]–[35]. To elevate the investigation that makes the smart grid security stronger, different ideas have been developed including compensation theorem and current injection methods to analyze the effect of line failures, line outage distribution factors, matrix updates, contingency and influence graphs to investigate $N - 2$ contingency problem, optimization based techniques such as mixed-integer model for $N - k$ contingency problem, etc [36]–[45]. Identifying critical contingencies several research efforts have contributed in providing insight to develop new ideas and direction of research [46], [47]. But while analyzing vulnerability, most of the existing research fail to consider several crucial factors that could increase the risk of massive blackout, on the other hand enhance the security by identifying the vulnerable elements. To this extent, our dissertation introduces some assessment metrics to analyze the vulnerability of smart grid on the event of cascading failures, line outages, or blackouts.

While identifying the critical contingencies, the application of artificial intelligence has brought revolution in this area by increasing efficiency, accuracy, enabling near optimal prediction of events, providing defensive strategies that reduces the damage to the system from different malignant contingencies [48]–[53]. The one-shot process (either one element or combination of elements at a time) of attack cannot reveal the true nature of risk associated with the contingency analysis. Hence, this dissertation utilizes state-of-the-art machine learning techniques to identify the critical contingencies of a power system not only for one-shot process of attack, but also sequences of attack actions from the attackers’ point of view.

The advanced research activities are enlightening various complex areas of power system addressing the interactions of the agents with similar/opposite goals in adversarial
environment. Game theory is playing a very significant role in these type of research where
the agents execute their actions considering the power system as the game environment. A
lot of research efforts has been made in power system security incorporating game theory
to address power system issues [19], [54]–[62]. Cutting edge machine learning techniques
are used in the game theories to address the complex interaction of agents in power sys-
tem [63]–[67]. Most of the existing research works focuses on one-shot attack process
and rarely consider the defender’s contribution in the process. Very few existing research
works investigated the dynamic process of two players’ (i.e., the attacker and the defender)
interaction in the smart grid security area, or analyzed the power system generation loss
or transmission line outages. The effect of the power system operator’s defense strategies
were neglected. In certain cases, the attacker has to observe the new steady-state situation
and then apply a subsequent action based on the defender’s protection policy over time, and
this is the dynamic game. In dynamic games, players can execute more than one action, and
the time sequence has an essential role in the decision-making process [68]–[70]. On the
other hand, existing game theoretic techniques for addressing the power system adversar-
ial interactions ignores considering some crucial factors. Considering these factors might
change the outcome of the game between the agents in the power system. In this extent, this
dissertation explores different game theoretic approaches to incorporate different issues in
adversarial gaming environment in power system. These game theoretic approaches are
solved utilizing the state-of-the-art machine learning techniques which will help to reduce
computational complexity and dependability, increase accuracy in determining the critical
network components.

Through adequate assessment and evaluative trials, the proposed research will benefit
the advancement of monitoring, control, and operation of smart electric power grid by providing early detection, inspiring advance remedial scheme, etc. which will eventually prevent fatal damage to the grid.

1.3.2 Organization of the dissertation

The dissertation is organized into 6 chapters with an overall illustrated tree structure in Figure 1.5.

Figure 1.5. Thesis organization tree

Following Chapter 1 of introductions, Chapter 2 provides the preliminaries of the cascading failure model, assessment metrics of the vulnerability assessment, game theory, and machine learning. Chapter 3 to 5 investigates different game theoretic approaches and their solution based on machine learning techniques. The conclusions are drawn in Chapter 6 with discussions on future opportunities. Among the technical contents, Chapter 2 gives
a brief overview on cascaded failure models, discusses about the threat and attack model that this dissertation adopts. In the later part of Chapter 2, several assessment metrics are introduced which have been considered to assess the vulnerability of the system or to assess the post attack impact on the system. A brief introduction to game theory and machine learning is provided at the end of Chapter 2.

Utilizing the threat and attack model, Chapter 3, 4, and 5 introduces three different game theoretic approaches and utilizes machine learning algorithm to solve them. Chapter 3 focuses on the implementation of multistage game between the power system adversaries (the attacker and the defender). Starting with one-shot game (utilizes one-shot process of attack), this chapter implements multistage dynamic game that utilizes sequential attack process during the gaming process. Chapter 3 also compares the one-shot attack process with multistage sequential attack process. This multistage game considers passive defenders’ action which adjusts its strategy from the attackers’ learned action.

Addressing the limitations of multistage dynamic game, Chapter 4 implements a repeated game between the adversaries in the complex power network. Along with the simulation results, the impact of the learned attack actions is illustrated in this chapter.

In Chapter 5, a deep learning based adversary game is presented which is compatible for large scale power system to perform vulnerability assessment. Moreover, Chapter 5 shows that utilizing deep learning technique the computational efficiency can be increased.

Finally, Chapter 6 summarizes the research and discusses the future opportunities along this direction. The challenges, research methods, and technical and overall impacts throughout the process of investigation will be reviewed along with the contribution of the work.
CHAPTER 2 Preliminaries

NOMENCLATURE

\( t \) Time steps to execute the attack.
\( k \) Number of failed links.
\( P_{\text{max}} \) Maximum generation capacity.
\( P_{\text{min}} \) Minimum generation capacity.
\( P_g \) Generated power.
\( P_d \) Power demand.
\( G \) Set of generator buses.
\( D \) Set of load buses.
\( R \) Difference between the generation and the demand.
\( \text{AGC} \) Automatic Generation Control.
\( \lambda \) Scalar factor to determine load-shedding.
\( O_j \) Overload at branch \( j \).
\( \bar{O}_j \) Overload threshold.
\( f_j \) Power flow at line \( j \).
\( \bar{f}_j \) Power flow limit at line \( j \).
\( \text{CFS} \) Cascading Failure Simulator.
\( \text{CPPS} \) Cyber-Physical Power System.
\( \text{ML} \) Machine Learning.
\( \text{MDP} \) Markov Decision Process.
2.1 Cascading failure models

Due to high frequency of blackout events throughout the world, cascading failure analysis in electric power grid became a very significant research topic among the researchers. A wide range of mathematical methods and analysis tools have been developed by the researcher to better illustrate the complex process of cascading failure.

2.1.1 Overview

Reports on historical incidents suggest that cascading failure is one of the major reasons for creating large scale blackouts [71]–[73]. Cascading failure can be defined as “the uncontrolled successive loss of system elements triggered by an incident at any location” [74]–[76]. In other words, power flows are controlled by the nature of physics and there is no limitation for capacity on the lines. But, there is a rating threshold defined for each line. If the flow is above the threshold, the transmission lines will experience thermal outage. This type of outage can alter the network configurations, giving rise to power redistribution to different paths, which in turn can cause other line outage as well. If the process is repeated, it is termed as a cascading failure [77]. In [78], [79], the authors assumed that a transmission line or bus outage leads to outage of nearby buses or transmission lines with some probability. But in reality, for large scale cascading failures, an outage of a transmission line can overload remote transmission lines. The study of cascading failure modeling began with using linearized DC model and an outage rule (probabilistic) for overloaded line outages [80], [81]. The authors in [77], [82]–[86] also used similar cascade models to investigate the cascaded outage, design control strategy to mitigate the cascading failures and to identify vulnerable components in the power system [42].
The modeling of cascading failure is a very complex and challenging task. A large number of mechanisms exist that can propagate to large scale blackout just from a small set of anomalies. The models in [87], [88] presents a high level information regarding the system risk, but fails to determine network components that causes the risk. Some developed topological models for cascading outages differs from the laws of physics [89]. The other developed models, such as in [81], [90]–[94] have limitations and some cannot capture the aspects of cascading outages. They are known to be computationally intensive and expensive, and require extensive calibration. The authors in [95] proposed a cascading failure model based on dc power flow approximations which has been adopted for the researches in this dissertation as the threat and attack model.

2.1.2 Threat and attack model

The cascaded failure model (threat and attack model) utilizes the line switching attack as the attack strategies. In the first step the simulator initializes the power flow. It starts the simulation with measuring the pre-contingency power flow on the selected power system test case. At t=1s, contingencies are applied. Means, k links are failed at the same time. Then, the power flow is used to calculate the system status and measure the overloads. As a result, some branches trip as a consequence of cascading failure due to overcurrent. Then re-dispatching and recalculating of power flow happens. It leads to the separation of the grid into sub-grids and re-dispatching the power flow in the sub-grids. The generators in the system are then ramped up or down to re-balance the power flow or match the supply and demand within the range of $P_{\text{max}}$ and $P_{\text{min}}$. After re-dispatching if there is any surplus of generation in the sub grids, the system is about to trip the generators in the sub-grids.
one by one. After redistributing the power flow or re-dispatching the generators. if there
is more generation than load demand, the generators are tripped down to avoid surplus
of generation in the islands. Usually the generators are tripped sequentially according to
generation capacity, from small to large.

\[ R = \left( \sum_{g \in G} P_g - \sum_{d \in D} P_d > 0 \right) \]  

(2.1)

Here \( G \) is the set of generator buses and \( D \) is the set of load buses. The tripping of the
generators continues till \( R \leq 0 \).

Usually in the surplus cases, instead of tripping the generators, ramping the generation
can proved to be a slow process. If automatic generation control (AGC) fails to fix the
frequency error, a few generators will trip because of the over-speed relays. Even if after
this, \( R < 0 \) load shedding occurs by multiplication with a scalar factor \( \lambda \).

\[ \lambda = \frac{\sum_{g \in G} P_g}{\sum_{d \in D} P_d} \]  

(2.2)

After that, DC power flow is simulated in the simulator and the relay settings are up-
dated. Usually time delayed over current relays are being used in the simulator to identify
the branches to be tripped due to overcurrent i.e. overloads. There is a overcurrent thresh-
hold which is fixed by the system operator termed as \( \bar{o}_j \). In the modified cascaded failure
simulator for branch \( j \), for the power flow of \( f_j \) and flow limit of \( \bar{f}_j \), the outage happens
when concurrent overload \( o_j \) crosses the limit \( \bar{o}_j \). This concurrent overload is calculated
from:

\[ \Delta o_j(t, \Delta t) = \begin{cases} 
\int_t^{t+\Delta t} (f_j(t) - \bar{f}_j)dt & \text{if } f_j(t) > \bar{f}_j \\
0 & \text{otherwise} 
\end{cases} \]  

(2.3)

The simulator finds the minimum time for failing the next branch. This time is denoted
as $\Delta T$. Then, the time is advanced or updated with the addition of $\Delta T$. Then if the relay trips due to overcurrent, it will switch the online branches to offline. The overload is accumulated between time period $t$ and $t + \Delta t$. The threshold overload is chosen such a way that a branch trips after a certain seconds after exceeding 50% of the branch flow limit $\bar{f}_j$.

2.2 IEEE standard test systems

Multi-bus power systems are considered as the benchmark systems in our research. Figure 2.1 is showing the one line diagram of W & W 6 bus system.

![One line diagram of W & W 6 bus system.](image1)

Figure 2.1. One line diagram of W & W 6 bus system.

Figure 2.2 shows the one line diagram of IEEE 30 bus system. Figure 2.3 shows the directed graph of IEEE 30 bus system. A directed graph is a graph where a set of objects (vertices or nodes) that are connected and all the edges are directed from one node to another. In Figure 2.3, nodes are representing the buses with numerical identity and the edges are representing the connection between the buses (i.e., branches or lines).
All the edges are carrying individual weights. These weights are representing the maximum power flow limit (in MW) of the branches (from buses $\rightarrow$ buses). The connectivity (in-service or out-of-service status) can be represented by the direction of the edges and the flow limit has been represented by the weight of the edges which has been used in the simulation process of the cascading outage. Modeling of the network is the most important part in vulnerability analysis of power system. In the process of simulations, several
thousand of iterations are conducted for identification of the strongest attack combinations. To measure the system data, a cascaded failure simulator (CFS) has been adopted in some of the research works which is described in the previous section. To initiate the attack on a power system, the attacker should have topological information of a power grid. In the following researches, we will be dealing with the line switching (from in-service to out-of-service) attack. So, we have to know the status of the branches, branch connections, and flow limit for individual branches. Figure 2.4 represents the New England 39 bus system [96].

Figure 2.4. One line diagram of New England 39 bus system.

We also used IEEE 300 bus system [97] for conducting experiments in this dissertation.
2.3 Overview of game theory and machine learning

Game theory is expected to be a formal analytical and conceptual framework with a set of mathematical tools enabling the study of complex interactions between independent rational players (i.e., the attacker and the defender). Game theory is used for explaining complex interaction and behavior of adversaries in the network (power, communication, etc.). Different games were formulated to address the challenges and issues in cyber-physical power systems (such as gas-power-water infrastructure, different communication networks [19]–[21]). There are two major categories of games in game theory: non-cooperative game and cooperative game [98], [99]. Non-cooperative game theory can analyze the strategic decision-making process of a number of independent players, which is suitable for the smart grid attacker and defender situation. Game theory can help the power system operators to understand the attackers’ motives, moves, and thus they can strengthen the security of the CPPS. A lot of research works are going on for improving the stability, security, and resiliency of smart grid under different uncertain conditions [100]–[104]. Different forms of games are formulated to solve the challenges in the CPPS. There are also two branches of non-cooperative game theory: static games and dynamic games. Static games can be seen as a one-shot process, where the players take only one action. One the other hand, dynamic games involve multiple inter dependent/independent interactions between the players. There are some other forms of games as well. Such as, repeated game, differential game, strategic honeypot game, etc. In this research, we will focus on static game, multistage sequential game, and repeated game strategy.

Machine learning methods are becoming popular along with the increasing complexity
of the critical infrastructures and their exposure to the security threats. Several machine learning (ML) algorithms are being used for detecting events and anomalies, finding critical elements of a power system, and implementing the interactions between the adversaries in a power system. These machine learning algorithms include classification and clustering methods, reinforcement learning algorithms, and artificial neural network, etc [16]–[18].

Figure 2.5. High level representation of vulnerability assessment using machine learning and game theory in power system.

Figure 2.5 shows the higher level representation of machine learning techniques and game theory to assess the vulnerability of power system. To solve different game theoretic problems, different approaches are used such as, neural networks, deep neural networks, approximate dynamic programming, adaptive dynamic programming, and reinforcement learning [22]–[29]. So, the use of game theory can aid the power system operators and planners to resolve the challenging issues of the advanced and complex electric power grid and increase the security and resiliency. Recently, several research efforts [46], [64], [105]–
have been made based on Markov decision processes (MDPs), and game theory to make the security of the CPPS stronger against malicious attacks. In this dissertation, we will utilize reinforcement learning and deep-reinforcement learning techniques to solve static game, and multistage sequential game.

2.4 Attack strategies

Different types of attack strategies have been adopted so far to replicate the real life incidents in power system. One-shot attack [113], multi-stage attack [105], simultaneous attack [114], sequential attack [111], [115], malicious false data injection attack [116] and coordinated attack are different types of attack schemes for applying in the power grid. One-shot attack and multi-stage attack is based on the order of the attack. One-shot attack represents attacking one element at one instance or attacking a combination of elements at one instance. But multi-stage sequential attack allows the agent to execute multiple attack actions sequentially one after another. This dissertation utilizes one-shot attack, simultaneous attack and sequential attack strategy in different research problem. Figure 2.6 shows the process of simultaneous attack strategy. This attack strategy utilizes the threat and attack model which is explained and discussed in this chapter previously. The simultaneous attack strategy involves one or combination of multiple actions at a time step. This means, the attacking agent can only take action once (either one target or combination of targets). This strategy does not depend on the order of the attack.
Apart from the simultaneous attack strategy, we also adopt sequential attack strategy as shown in Figure 2.7. Sequential attack strategy requires multiple actions executed one
after another. In our dissertation, we adopt sequential attack strategy using Q-learning algorithm. This algorithm is a machine learning algorithm and a subset of reinforcement learning techniques. We use Q-learning algorithm with sequential attack strategy to find out the optimal sequence of actions given certain objectives.

2.5 Assessment metrics

To assess the vulnerability, this dissertation utilizes some assessment metrics. They are, time to reach the blackout, generation loss, total number of line outage, voltage violation etc. Time to reach absolute blackout provides the shortest time that an attacker might need to create an absolute blackout. Generation loss represents the total amount of loss that is triggered by initiating the attack. The number of total outage provides the number of total failures including the targets and the cascades. There are many more assessment metrics that can be used to assess the vulnerability of a power system. Such as, line outage distribution factor, percentage of failure, net entropy, risk, etc. These evaluation metrics can be integrated to the future version of our research.
CHAPTER 3 Adversarial two-player zero-sum game in smart grid security

NOMENCLATURE

\( z \)  
Targets for the attacker

\( A \)  
Game matrix

\( J \)  
Average value of the game

\( y \)  
Defender’s probability distribution vector

\( w \)  
Attacker’s probability distribution vector

\( t \)  
Time step

\( a \)  
Attack action

\( d \)  
Defense action

\( A \)  
Attack action set

\( D \)  
Defense action set

\( \gamma \)  
Discount factor

\( s_t(l) \)  
Status of line \( l \) at time \( t \)

\( N_0 \)  
Number of transmission line outage

\( N_\theta \)  
Attack objective

\( k \)  
Number of actions executed

\( \epsilon \)  
Exploration probability

\( V_m \)  
Average game value in the mixed strategies

\( Q_{A/\text{att}} \)  
Attacker’s quality of state \( S \) due to attack and defense actions

\( Q_{D/\text{def}} \)  
Defender’s quality of state \( S \) due to attack and defense actions

\( \pi_A \)  
Attackers’ attack policy/strategy

\( \pi_D \)  
Defenders’ defense policy/strategy

\( V_{A/\text{att}} \)  
Attackers’ value of state \( S \)

\( V_{D/\text{def}} \)  
Defenders’ value of state \( S \)

\( T(a,d,s,s') \)  
Transition probability

\( Pr(a,d,s) \)  
Probability of a state-action pair to be selected

\( R^A \)  
Reward assigned for executed attack action

\( R^D \)  
Reward assigned for the executed defense action
3.1 Chapter overview

The modern electrical power grid is highly interconnected and coupled. Large-scale power system outage is likely to happen due to the consequence of cascading failures, which usually start with a single transmission line outage [117]–[119]. There are many research projects investigating the vulnerability of different components in the power system from the viewpoints of communication, information security, stability, control and many more. The heterogeneous nature of smart grid inspires the integration of advanced techniques to overcome various technical challenges at different levels, such as design, control, and security [120]–[123]. Cascading failures, risk graph, cyber-physical system security, and hardware/human-in-the-loop are the emergent areas or research working towards securing the modern smart grid [30]–[35]. Apart from the attackers in the smart electric power grid, power system operators, different protection schemes acts as the defender of the system. Game theory is used for the implementation of complex interactions between the adversaries (the attacker and the defender) in a smart electric power grid. In Chapter 2, we have introduced different evaluation metrics, simultaneous and sequential attack schemes, and Q-learning for identifying the sequence of critical contingencies from a power system model from the perspective of an attacker.

Static and dynamic games are two branches in game theory. Static games are formulated to observe the interactions between the players for one action. In dynamic game, interactions are observed between the players for multiple interdependent actions [68]. In [59], game theoretic environment is designed and staged to analyze the cyber switching attack by observing voltage angles and power flows for all the generators. A two-player
zero-sum game is introduced between attacker and defender to evaluate the game equilibrium of defense mechanisms under network configurations in [124]. In [125] and [126], static game theory is used to identify the vulnerable and critical components of a smart electric power system considering attacker can conduct only one action. In [62], power system measurements are attacked in a static game to investigate the interactions between attacker and defender. Apart from the aforementioned categories of game theory, there are cooperative and non-cooperative game theories [98], [99]. Non-cooperative game theory can analyze the strategic decision-making process of a number of independent players, which is suitable for the smart grid attacker and defender situation. In the existing literature most of the existing works are based on one-shot game where no dynamic interactions were considered between the players. Moreover, the post attack impacts in the power system have been rarely reported in the existing literature. Very few existing papers investigated the dynamic process of two players’ (i.e., the attacker and the defender) interaction in the smart grid security area, or analyzed the power system generation loss or transmission line outages. The effect of the power system operator’s defense strategies were neglected. In certain cases, the attacker has to observe the new steady-state situation and then apply a subsequent action based on the defender’s protection policy over time, and this is the dynamic game. In dynamic games, players can take more than one action, and the time sequence has an essential role in the decision-making process [68]–[70]. In this multi-stage game, choosing a proper action is quite a challenging task. In order to reach the optimal action policy, the players must follow well-formulated rules based on the full observation of the system. For example, the adaptive dynamic programming/reinforcement learning algorithm was used in the control system to find online equilibrium solutions for a two-player zero-sum game.
over time [127]–[130]. Both dynamic programming and reinforcement learning basically solve the same Bellman’s equation. In dynamic programming, it is assumed that the model is known. Dynamic programming requires the knowledge of Markov decision process or a model of the environment so that the recursions can be carried out. It typically falls under “planning” rather than “learning”. In Q-learning, it accesses a set of samples. These samples can be collected online or offline. Q-learning is basically a relaxation process which goes from experience to a policy.

Inspired by the gaming in smart grid security researches, we propose solutions for the one-shot game and multistage game in smart electric power grid. Based on the aforementioned discussion, we propose a two-person zero-sum game model in smart grid security. Two-person zero-sum game can possibly be solved using mini-max or maxi-min theorem, Nash equilibrium, reinforcement learning, neural networks etc. We adopt the Q-learning approach to solve the two-person zero-sum game because Q-learning supports dynamic online learning. This solution will open a new direction to study smart grid security applications between the attacker and the defender. It will also generate multi-disciplinary research among several societies. The contributions of this chapter are summarized below:

1. First we propose two solutions for the one-shot game/stage game in smart grid adversarial environment. Linear programming based solution provides both the attacker’s and the defender’s optimal action strategies. Reinforcement learning based solution provides optimal action strategy and alternative action choices for the players (in case of limited availability of the actions). Finally we reported the attack impacts on the power system utilizing the Power World simulator.
2. Later, we implement and propose a new solution for the multistage sequential game in smart grid security based on reinforcement learning. Instead of a one-shot game where the attacker and the defender will choose their actions based on the static pay-off matrix, we are adopting a learning scheme to find out the optimal attack sequences and identify the most vulnerable transmission lines. Our proposed solution considers the defender’s action and finds the attacker’s optimal action sequences (critical transmission lines of power system) playing against the defender.

3. The learned optimal attack actions will then be used as a protection set for the defender. The new multistage game will be conducted, and the attacker will have fewer choices to achieve the objectives. The new multistage game is compared to the previous game and the results indicate that the proposed learning algorithm could enhance the power system protection by adopting the attacker’s learned policy. Thus, the power system operator can make timely protection policy adjustments to avoid the “smart” attack.

4. The multistage attack is compared with the one-shot attack. A multistage attack creates more transmission lines outage than a one-shot attack. The proposed reinforcement learning solution for smart grid security can also use the generation loss as the reward feedback in addition to the line outages as described above.

5. We explore the effects of learning parameter on the convergence to the optimal strategies for the proposed adversarial multistage sequential game. We show that increasing exploration rate increases the percentage of converged optimal strategies that solve the game. We also show step by step how adjusting the defender’s defense
policy limits the attacker’s available attack window. Then we illustrate the impact of the learned attack policies in terms of transmission line outages, bus voltage violations, and generation loss on a simulated power system platform using PowerWorld simulator.

The outcomes of this chapter is expected to aid the power system operators and planners to improve the defense strategy and minimize loss for both one-shot attack and multistage attack in power system. In this chapter we will introduce the defender as a passive learner. We consider both one-shot game and multistage sequential dynamic game for mimicking the interactions between the adversaries in the power system. In 3.2.1 we implement one-shot game between the adversaries and solve the game using linear programming and reinforcement learning. In 3.2.2, we implement multi-stage sequential dynamic game and provide reinforcement learning based solution.

3.2 Stage-game and multistage sequential game for power grid

3.2.1 Adversarial stage-game modeling as a one-shot process

Existing research in power system security using game theory gives the benefit of understanding the attacker-defender interactions in the power system. This improves the power system protection schemes by allowing the authorities (operators, utility companies and governments) to find the breaches/weak areas in the power system and protect them. Both single and multiple transmission line outages are considered for attacker’s action set. The linear programming based proposed approach for the one-shot game will give multiple solutions for different attack-defense action sets with probabilities to be executed using multi-line-switching attack. A pay-off matrix is formulated to solve the game. Generation
loss due to the line switching is considered as the pay-offs of the game matrix. The solution using reinforcement learning will also give the optimal attack action from attacker’s perspective by using single line-switching attack. From reinforcement learning based solution we can see that, defender’s action can be adjusted from attacker’s previous action history. This adjustment will strengthen the security of power system by identifying and protecting critical elements, reducing generation and financial loss.

3.2.1.1 Problem formulation and implementation

In this section, the game between attacker and defender is formulated and solved following two different approaches. Linear programming is used to solve the game for multi-line-switching attack. Reinforcement learning is used to solve the game for single-line-switching attack. Problem formulation for two-player zero-sum game between the attacker and the defender is represented using game matrix for linear programming based solution. To formulate the game with game matrix in this section, calculation of the generation loss is explained briefly. Load ranking of the buses is used here to identify the most critical buses and the transmission lines connected to them for any typical power system. For reinforcement learning based solution, value iteration method is used. After value iteration, optimal attack target is achieved by fighting against a static defender. To rank the buses according to their loads, transmission lines connected to individual buses are identified. Then, transmission lines connected to the individual buses are used as the targets to trigger line-switching attacks. For individual buses, generation losses are calculated using a modified dc cascaded failure simulator [95] [114]. Generation loss is also used as the reward for reinforcement learning based problem formulation and solution.
**Benchmark model**  The solution of the game is proposed using two different approaches. To demonstrate the proposed solution of the two-player, zero-sum attacker-defender game using linear programming, IEEE 30 bus system is used. W & W 6 bus system is used to demonstrate the proposed solution of the game using reinforcement learning. Transmission line indices are used to represent the attacks in the power system test cases.

**Calculation of generation loss**  To solve the game between the attacker and the defender in smart grid security, calculation of generation loss is required both in linear programming and reinforcement learning based solutions. To calculate the generation loss, threat and attack model is adopted [74], [95], [114]. In this chapter, the threat and attack model is capable of taking a vector of transmission lines as input and gives the generation losses due to the attacks in these transmission lines. Simultaneous and sequential attacks are types of attack strategies in the smart grid security. Simultaneous attack strategy is adopted to calculate generation loss in this paper for solving the game using linear programming. To solve one-shot game using reinforcement learning, single-line-switching attack at a time is considered.

Algorithm 3 shows the process of calculation of generation loss using the simulator. In order to calculate the generation loss, indices of the target branches are given to the threat and attack model described in Chapter 2. Then the model executes the actions (switches the transmission lines from active status to inactive status) and calculates the generation loss, bus separation, transmission line outages (cascading failures). Thus, the generation loss is calculated. These generation losses are used both in the solution of the game using linear programming and reinforcement learning.
Algorithm 1: Calculation of generation loss matrix

Input: Case name, attack matrix containing transmission line indices
Output: Cascaded outages, total generation loss
Result: Rebalanced generation loss matrix

Initialization;

for Given test case do
    Load the test case;
    Extract the attack matrix;
    for Given attack matrix do
        Run power flow;
        Switch the branches from attack matrix;
        Divide into sub-grids according to the overloads;
        Redispachting the power flow;
        Update the relay settings;
        if There are overloads then
            Trip the branches according to updated settings;
            Check for the overloads again;
        else
            Calculate total generation loss;
        end
    end
    Display the generation loss matrix;
end
**Attack matrix, selection of targets, generation losses and game matrix**

Attack matrix is required for the game. This matrix contains the branches associated with the buses of a typical power system. Individual rows represent the buses and columns represent the branches associated with the buses. Table 3.1 shows the generation loss for attacks in the transmission lines connected to individual buses. After calculation of generation loss, the target buses are selected based on the criticality. The criticality is determined based on the generation loss due to switching the lines connected to the buses. The more generation loss occurs due to attacking one bus, the more it is critical than others. For example, from Table 3.1, bus 6 connects transmission lines 6, 7, 9, 10, 11, 12 and 41. Triggering line-switching attack in these transmission lines will cause generation loss of 70.49 MW. Similarly, bus 9 connects transmission lines 11, 13 and 14. Triggering line-switching attack in these transmission lines will cause no generation loss. Because these transmission lines are not connected to the generator buses. It means, branches associated with bus 6 is more critical than branches associated with bus 9 in selecting the target to attack.
Table 3.1. Generation losses for the attack matrix of IEEE 30 bus system. These generation losses are the pre-calculation to identify the branches connected with individual buses with the highest effect on the system.

<table>
<thead>
<tr>
<th>Bus</th>
<th>Branches</th>
<th>Loss (MW)</th>
<th>Bus</th>
<th>Branches</th>
<th>Loss (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[1 2]</td>
<td>10.79</td>
<td>16</td>
<td>[19 21]</td>
<td>3.5</td>
</tr>
<tr>
<td>3</td>
<td>[2 4]</td>
<td>2.4</td>
<td>18</td>
<td>[22 23]</td>
<td>3.2</td>
</tr>
<tr>
<td>5</td>
<td>[5 8]</td>
<td>0</td>
<td>20</td>
<td>[24 25]</td>
<td>2.2</td>
</tr>
<tr>
<td>6</td>
<td>[6 7 9 10 11 12 41]</td>
<td>70.49</td>
<td>21</td>
<td>[27 29]</td>
<td>17.5</td>
</tr>
<tr>
<td>7</td>
<td>[8 9]</td>
<td>22.8</td>
<td>22</td>
<td>[28 29 31]</td>
<td>7.39</td>
</tr>
<tr>
<td>8</td>
<td>[10 40]</td>
<td>30</td>
<td>23</td>
<td>[30 32]</td>
<td>3.95</td>
</tr>
<tr>
<td>10</td>
<td>[12 14 25 26 27 28]</td>
<td>5.8</td>
<td>25</td>
<td>[33 34 35]</td>
<td>3.5</td>
</tr>
<tr>
<td>11</td>
<td>[13]</td>
<td>0</td>
<td>26</td>
<td>[34]</td>
<td>5.5</td>
</tr>
<tr>
<td>12</td>
<td>[15 16 17 18 19]</td>
<td>29.70</td>
<td>27</td>
<td>[35 36 37 38]</td>
<td>13</td>
</tr>
<tr>
<td>13</td>
<td>[16]</td>
<td>22.25</td>
<td>28</td>
<td>[34 40 41]</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>[17 20]</td>
<td>6.2</td>
<td>29</td>
<td>[37 39]</td>
<td>2.4</td>
</tr>
<tr>
<td>15</td>
<td>[18 20 22 30]</td>
<td>8.2</td>
<td>30</td>
<td>[38 39]</td>
<td>10.6</td>
</tr>
</tbody>
</table>

From the generation losses showed in Table 3.1, we select buses 8, 7, 2, 12, 6 and 13 as targets for attacking and defending. We name them as z1, z6, z2, z3, z4 and z5 respectively.

Then we make the combination matrix taking two targets (buses) at the same time to attack the system and calculate the payoff (generation loss). Table 3.2 shows the targets and branches connected to these selected attack targets.

Table 3.2. Target buses and branch sets. This target branches are selected from table 3.1 with maximum generation loss

<table>
<thead>
<tr>
<th>Targets</th>
<th>Branches</th>
<th>Targets</th>
<th>Branches</th>
</tr>
</thead>
<tbody>
<tr>
<td>z1</td>
<td>[10 40]</td>
<td>z4</td>
<td>[6 7 9 10 11 12 41]</td>
</tr>
<tr>
<td>z2</td>
<td>[1 3 5 6]</td>
<td>z5</td>
<td>[16]</td>
</tr>
<tr>
<td>z3</td>
<td>[16 16 17 18 19]</td>
<td>z6</td>
<td>[8 9]</td>
</tr>
</tbody>
</table>
Table 3.3. Branches and generation loss due to attack in the combinations of target buses. Combinations of two targets are considered for calculation of generation loss.

<table>
<thead>
<tr>
<th>Number of branches</th>
<th>Generation loss (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>z1z2</td>
<td>[10 40 1 3 5 6]</td>
</tr>
<tr>
<td>z1z3</td>
<td>[10 40 15 16 17 18 19]</td>
</tr>
<tr>
<td>z1z4</td>
<td>[10 40 6 7 9 10 11 12 41]</td>
</tr>
<tr>
<td>z1z5</td>
<td>[10 40 16]</td>
</tr>
<tr>
<td>z1z6</td>
<td>[10 40 8 9]</td>
</tr>
<tr>
<td>z2z3</td>
<td>[1 3 5 6 15 16 17 18 19]</td>
</tr>
<tr>
<td>z2z4</td>
<td>[1 3 5 6 7 9 10 11 12 41]</td>
</tr>
<tr>
<td>z2z5</td>
<td>[1 3 5 6 16]</td>
</tr>
<tr>
<td>z2z6</td>
<td>[1 3 5 6 8 9]</td>
</tr>
<tr>
<td>z3z4</td>
<td>[15 16 17 18 19 6 7 9 10 11 12 41]</td>
</tr>
<tr>
<td>z3z5</td>
<td>[15 16 17 18 19]</td>
</tr>
<tr>
<td>z3z6</td>
<td>[15 16 17 18 19 8 9]</td>
</tr>
<tr>
<td>z4z5</td>
<td>[6 7 9 10 11 12 41 16]</td>
</tr>
<tr>
<td>z4z6</td>
<td>[6 7 9 10 11 12 41 8 9]</td>
</tr>
</tbody>
</table>

Table 3.3 shows the target combinations and generation losses due to the attacks. For example, from Table 3.3, combination of target $z_3$ and $z_4$ combines transmission lines 15, 16, 17, 18, 19, 6, 7, 9, 10, 11, 12 and 41. Triggering line-switching attack in these transmission lines will cause 114.75 MW of generation loss. After calculation of generation loss due to the attacks in the targets ($z_1z_2$, $z_1z_3$, $z_1z_4$...$z_4z_6$), defender’s action is introduced. It is assumed that only one target can be protected at a time. It is also assumed that, while being protected, the branches associated with the protection set cannot be successfully attacked and will remain active. For example, if the attacker selects the combination of $z_3$ and $z_4$ to attack while, the defender is defending target $z_4$ and $z_5$, the attack will be successful for transmission lines connected to target $z_3$ only. Transmission lines connected to target $z_4$ will remain active as they are being defended by the defender. In this case, the generation loss will be caused by failure of transmission lines connected to target $z_3$. 
Considering these assumptions, generation losses are calculated for all the targets against the defense sets and pay-off matrix is built.

Table 3.4. Attacker-defender two-player zero-sum game matrix for IEEE 30 bus system. In this game matrix, pay-offs are generation losses which are calculated due to attack in the target buses. For different attack scenarios, different defending actions are also considered to calculate these pay-offs.

<table>
<thead>
<tr>
<th></th>
<th>$z_{12}$</th>
<th>$z_{13}$</th>
<th>$z_{14}$</th>
<th>$z_{15}$</th>
<th>$z_{16}$</th>
<th>$z_{23}$</th>
<th>$z_{24}$</th>
<th>$z_{25}$</th>
<th>$z_{26}$</th>
<th>$z_{34}$</th>
<th>$z_{35}$</th>
<th>$z_{36}$</th>
<th>$z_{45}$</th>
<th>$z_{46}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{12}$</td>
<td>0</td>
<td>48.22</td>
<td>48.22</td>
<td>48.22</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>51.7</td>
<td>51.7</td>
<td>51.7</td>
<td>51.7</td>
<td>$z_{12}$</td>
</tr>
<tr>
<td>$z_{13}$</td>
<td>29.70</td>
<td>0</td>
<td>29.70</td>
<td>29.70</td>
<td>30</td>
<td>58.8</td>
<td>58.8</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{14}$</td>
<td>70.49</td>
<td>70.49</td>
<td>0</td>
<td>29.70</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{15}$</td>
<td>22.25</td>
<td>22.25</td>
<td>22.25</td>
<td>0</td>
<td>22.25</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{16}$</td>
<td>22.8</td>
<td>22.8</td>
<td>22.8</td>
<td>22.8</td>
<td>0</td>
<td>52.8</td>
<td>52.8</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{23}$</td>
<td>29.70</td>
<td>48.22</td>
<td>87.22</td>
<td>87.22</td>
<td>0</td>
<td>29.70</td>
<td>29.70</td>
<td>30</td>
<td>30</td>
<td>51.7</td>
<td>51.7</td>
<td>51.7</td>
<td>51.7</td>
<td>$z_{23}$</td>
</tr>
<tr>
<td>$z_{24}$</td>
<td>70.49</td>
<td>69.60</td>
<td>48.22</td>
<td>69.60</td>
<td>70.49</td>
<td>0</td>
<td>70.49</td>
<td>70.49</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{25}$</td>
<td>22.22</td>
<td>87.22</td>
<td>87.22</td>
<td>48.22</td>
<td>87.22</td>
<td>22.25</td>
<td>22.25</td>
<td>0</td>
<td>22.25</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{26}$</td>
<td>22.8</td>
<td>48.22</td>
<td>48.22</td>
<td>48.22</td>
<td>48.22</td>
<td>48.22</td>
<td>48.22</td>
<td>0</td>
<td>48.22</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$z_{34}$</td>
<td>114.75</td>
<td>70.49</td>
<td>29.70</td>
<td>114.75</td>
<td>114.45</td>
<td>70.49</td>
<td>29.70</td>
<td>114.75</td>
<td>114.75</td>
<td>0</td>
<td>70.49</td>
<td>70.49</td>
<td>29.70</td>
<td>29.70</td>
</tr>
<tr>
<td>$z_{35}$</td>
<td>29.70</td>
<td>22.25</td>
<td>29.70</td>
<td>29.70</td>
<td>29.70</td>
<td>22.25</td>
<td>29.70</td>
<td>29.70</td>
<td>29.70</td>
<td>22.25</td>
<td>0</td>
<td>22.25</td>
<td>29.70</td>
<td>29.70</td>
</tr>
<tr>
<td>$z_{36}$</td>
<td>51.6</td>
<td>22.8</td>
<td>51.6</td>
<td>29.70</td>
<td>22.8</td>
<td>51.6</td>
<td>29.70</td>
<td>22.8</td>
<td>22.8</td>
<td>22.8</td>
<td>0</td>
<td>51.6</td>
<td>29.70</td>
<td>29.70</td>
</tr>
<tr>
<td>$z_{45}$</td>
<td>22.25</td>
<td>22.25</td>
<td>22.25</td>
<td>70.49</td>
<td>22.25</td>
<td>22.25</td>
<td>22.25</td>
<td>70.49</td>
<td>22.25</td>
<td>22.25</td>
<td>70.49</td>
<td>22.25</td>
<td>0</td>
<td>22.25</td>
</tr>
<tr>
<td>$z_{46}$</td>
<td>75.90</td>
<td>75.90</td>
<td>22.8</td>
<td>75.90</td>
<td>70.49</td>
<td>75.89</td>
<td>22.8</td>
<td>75.89</td>
<td>70.49</td>
<td>22.8</td>
<td>75.89</td>
<td>70.49</td>
<td>22.8</td>
<td>0</td>
</tr>
</tbody>
</table>

The pay-off matrix is given in Table 3.4. The columns in the pay-off matrix represent the pay-offs for the attacker’s strategies, and the rows are representing the strategies for the defender. Element, $(i, j)$ in the game matrix represents the pay-off for the attack action $j$ in response to the defense action $i$. From the game matrix, we can see that, if target $z_{12}$ is being defended and attacked at the same time, the attack will be a failure causing no generation loss. This is why the principle diagonal of this game matrix is zero. Because all these attacks will be successfully defended by the defender. Now having a game matrix (or pay-off matrix) solution can be found in several ways (minimax theorem [131], linear programming [132] etc.).
3.2.1.2 Attacker-defender interaction in gaming

In order to protect a set of transmission lines (i.e. any specific target/s), the defender needs to play against the attacker. In this paper, given the defender cannot defend/protect all the elements at the same time. Similarly, attacking all the elements at the same time is not possible for the attacker.

**Solving attacker-defender two-person zero-sum game using linear programming**

Designing an interactive decision-making game can lead to model a strategic game. For a given matrix $A_{m \times n} = \{a_{ij} : i = 1, \ldots, m; j = 1, \ldots, n\}$, we can consider, $\{row, i^*, column, j^*\}$ is a pair of strategies adopted by the players (attacker and defender). Then, if the condition stated below is satisfied $\forall i, j$, then it can be said that the two-person zero-sum game has a saddle point in pure strategies.

$$a_{i^*j^*} \leq a_{i^*j} \leq a_{ij^*} \quad (3.1)$$

The strategies $\{row, i^*, column, j^*\}$ will constitute a saddle point equilibrium. They are also referred as saddle point strategies. And, the corresponding outcome of the game, $\{a_{i^*j^*}\}$ is termed as the saddle-point value. If a two-person zero-sum game has a single saddle point, then the value associated with that saddle point is called the value of the game. But, in case if the matrix game does not have a saddle point in pure strategies, mixed strategies are used to obtain the equilibrium solutions. A mixed strategy for a player gives a probability distribution on the space of its pure strategies. Given a $(m \times n)$ matrix $A = \{a_{i,j} : i = 1, \ldots, m; j = 1, \ldots, n\}$. The average value of the game can be written as:

$$J(y, w) = \sum_{i=1}^{m} \sum_{j=1}^{n} y_i a_{ij} w_j = y^T A w \quad (3.2)$$
Here $y$ and $w$ are the probability distribution vectors. They can be defined by:

$$y = (y_1, \ldots, y_m)^T,$$
$$w = (w_1, \ldots, w_n)^T. \quad (3.3)$$

Here, the goal of the defender is to minimize $J(y, w)$ by an optimum choice of a probability distribution vector $y \in Y$. On the other hand, the attacker wants to maximize the same quantity by choosing an appropriate $w \in W$. The sets $Y$ and $W$ can be given by:

$$Y = \{ y \in \mathbb{R}^m \mid y \geq 0, \sum_{i=1}^{m} y_i = 1 \} \quad (3.4)$$
$$W = \{ w \in \mathbb{R}^n \mid w \geq 0, \sum_{j=1}^{n} w_j = 1 \}$$

A vector $w^*$ is a mixed strategy for the defender if the following condition is satisfied

$$\forall y \in Y: \quad V_m(A) \triangleq \max_{w \in W} y^*^T Aw \leq \max_{w \in W} y^T Aw, y \in Y \quad (3.5)$$

Here $V_m(A)$ is defender’s average security level. In the same way, if the following inequality holds for all $w \in W$, attacker’s average security level can be formulated.

$$V_m(A) \triangleq \min_{y \in Y} y^T Aw \geq \min_{y \in Y} y^T Aw, w \in W \quad (3.6)$$

Here $V_m(A)$ is the attacker’s average security level. These two inequalities can be written alternatively as:

$$\bar{V}_m(A) \triangleq \min_{y \in Y} y^T Aw$$
$$\underline{V}_m(A) \triangleq \max_{w \in W} \min_{y \in Y} y^T Aw \quad (3.7)$$

For mixed strategies in two-person zero-sum game $\bar{V}_m(A) = \underline{V}_m(A)$. Thus, for a matrix game $A_{m \times n}$, equilibrium solutions can be found in mixed strategies. Average security level for both attacker and defender can be written uniquely as:

$$V_m(A) = \bar{V}_m(A) = \underline{V}_m(A) \quad (3.9)$$
For mixed strategies, to solve for equilibrium solutions, converting the game matrix into linear programming model is one of the ways. The matrix game can be expressed as:

\[ A_{m \times n} = a_{ij}. \]

Here \((i = 1, 2, \ldots, m)\) and \((j = 1, 2, \ldots, n)\). All the entries in \(A\) matrix are positive \((a_{ij} > 0)\). The average game value in the mixed strategies for the attacker-defender zero-sum game can be written as:

\[
V_m(A) = \min_y \max_w y^T A w = \max_w \min_y y^T A w
\]  

(3.10)

\(V_m(A)\) is also a positive quantity which belongs to \(A_{m \times n}\). This equation can be written as:

\[
\min_y v_1(y)
\]  

(3.11)

where

\[
v_1(y) = \max_w y^T A w \geq y^T A w, \forall w \in W
\]  

(3.12)

Additionally we can rewrite the equation as:

\[
A^T y \leq 1_n, v_1(y), 1_n \triangleq (1, \ldots, 1)^T \in \mathbb{R}^n
\]  

(3.13)

Now, defender’s mixed security strategy becomes,

\[
\begin{aligned}
\min y_1(y) \\
\text{subject to} \\
A^T \tilde{y} \leq 1_n, \\
y^T 1_m = [v_1(y)]^{-1} \\
y = \tilde{y} v_1(y), \\
\tilde{y} \geq 0,
\end{aligned}
\]  

(3.14)

Here \(\tilde{y}\) is defined as \(y/v_1(y)\). This problem can be converted to a maximization problem as:

\[
\begin{aligned}
\max \tilde{y}^T 1_m \\
\text{subject to} \\
A^T \tilde{y} \leq 1_n, \\
\tilde{y} \geq 0,
\end{aligned}
\]  

(3.15)
This maximization problem will give the values of defender’s mixed strategies for actions, \( y \). This problem will take the pay-offs from Table 3.4 as input and is subjected to the constraints from equation (3.15). The goal is to find the mixed strategies for the defender. This problem can be solved by using a linear programming algorithm. Meanwhile, we can write the attacker’s objective function as follows:

\[
\min_{\tilde{w}} \tilde{w}^T 1_n
\]

subject to

\[
\begin{align*}
A^T \tilde{w} &\geq 1_m, \\
\tilde{w} &\geq 0,
\end{align*}
\]  

(3.16)

Here \( \tilde{w} \) can be defined as \( w/v_2(W) \) and \( v_2 \) can be defined as:

\[
v_2 \triangleq \min_y y^T Aw \leq y^T Aw, \forall y \in Y
\]  

(3.17)

For solving the equation (3.16), pay-offs from the Table 3.4 is considered as input subject to the constraints. The outcome of this problem is attacker’s mixed strategies, \( w \) associated with the game matrix from Table 3.4.

**Solving attacker-defender two-person zero-sum game using Q-learning** To analyze the agent - environment interactions in Q-learning for gaming in smart grid security, the agents are the attacker and defender and the environment is the power system. The reward is the feedback from the environment for attacker-defender’s action. In a two-person zero-sum game, optimal strategies can be found by the mixed strategies of all actions chosen by the participants of the game that maximize their expected long-term rewards. In this case, we consider the attacker’s and defender’s probability of taking an action does not change over time (stationary policy). So, we will find the convergent policies for each
player at each state $s$. From attacker’s perspective,

$$Q_A(a, d, s) = R_A(a, d, s) + \gamma \sum_{s' \in S} Q_A(s') T(a, d, s, s')$$

where, $Q_A(a, d, s)$ is called the quality of the state $s \in S$, $R_A(a, d, s)$ is called the reward for executing action $a$ and $d$ for attacker. Here, generation loss is considered as the reward, $R_A(a, d, s)$ for the attacker’s and defender’s action. $T(a, d, s, s')$ is the state transition probability which is considered equal for all the state transitions. The value of the game is measured by value function $V_A(s)$ which is given by:

$$V_A(s) = \max_{\pi_A(s)} \min_{\pi_D(s)} \sum_{a \in M_A(s)} \sum_{d \in M_D(s)} \pi_A(s) \pi_D(s) Q_A(a, d, s)$$

where, $\pi_A(s) = \pi_a(s) | a \in M_A(s)$, $\pi_d(s) | d \in M_D(s)$. $V_A(s)$ is called the value of the state $s$. $Q_A(a, d, s)$ is equal to immediate reward in addition with discounted expected optimal value which can be attained from the next state $s'$. Here, $\gamma$ is the discounted factor ranges from zero to one. It represents the impact of current decisions on long term rewards. Similarly, from the defender’s perspective, defenders quality of state $Q_D(a, d, s)$ and value function $V_D(s)$ can be formulated.

In general, $V_A(s) \leq V_D(s)$ due to weak duality. Here, $V_A(s)$ and $V_D(s)$ correspond to the primal problem and dual problem, respectively. In zero-sum game, strong duality holds and we get $V_A(s) = V_D(s) = V(s)$. The game can be solved by value iteration. From the attacker’s perspective, the problem becomes

$$V_A(s) = \max_{\pi_A(s)} \min_{d \in M_D(s)} \sum_{a \in M_A(s)} Q_A(a, d, s) \pi_a(s)$$

(3.18)

$$Q_A(s) = R(a, d, s) + \gamma \sum_{s' \in S} V_A(s') T(a, d, s, s')$$

(3.19)

In this paper, it is considered that the defender’s action is fixed throughout the game and initially it is determined randomly. This problem can be solved by using value iteration
\[
\max_{\pi} V_a(s') \\
\text{s.t. } \sum_{a \in S_{Na}} Q(s, a, d)\pi \geq V_a(s') \\
\sum_{a \in S_{Na}} \pi(a) = 1 \\
\pi(a) \geq 0, \forall a \in S_A
\] (3.20)

The optimal policy can be defined as
\[
\pi'(s) = \arg\max_a Q_\pi(s, a, d)
\] (3.21)

We update the probabilities of the state-action pairs following the formula below
\[
Pr(s, a, d) \leftarrow \frac{C(s, a, d)}{\sum_{a \in A, d \in D} C(s, a, d)}
\] (3.22)

where, \(C(s, a, d)\) represents the number of times state \(s\) is visited by the agent (the attacker) while taking action \(a \in A\). This probability is calculated based on the frequency of that specific state action pairs visited. The attacker’s mixed strategy for a given state \(s\) will be:
\[
\pi_A(s) = [Pr\{a(s) = a_1\}, \ldots, Pr\{a(s) = a_N\}]
\] (3.23)

where
\[
\sum_{i=1}^{N} Pr\{a(s) = a_i\} = 1
\] (3.24)

Here \(Pr\{a(s) = a_i\}\) is the probability of choosing attack action \(a_i\) in state \(s \in S_A\). \(\pi_A(s)\) is the probability distribution over the attacker’s action space associated with state \(s\).

3.2.2 Machine learning for multistage sequential game modeling

In multistage sequential game, the players are allowed to take limited number of actions in the environment. Multistage sequential game based on Q-learning utilizes Q-learning algorithm (a reinforcement learning algorithm) to identify the optimal attack actions from the attacker’s perspective.
3.2.2.1 Problem formulation

In this section, we discuss the necessary definitions used to conduct the game. Then we analyze the gaming problem formulation between the adversaries. Two-player games are natural extensions from single agent Markov decision process to multiagent systems. In this subsection, we will provide the definition and the formulation of a two-player game in the smart grid.

**Definition 2**: A 2-player Markov game has a tuple defined as \( (S,A,D,R_A,R_D) \), where \( S \) is a discrete state space, \( A \) and \( D \) are the discrete action spaces of players 1 and 2. \( S \times A \times D \rightarrow R \) is the payoff function for each player [68], [134].

There are two players who make the actions in turn: player 1 (the attacker) and player 2 (the defender). At state \( s \), the players choose their actions \( a \in A, d \in D \) independently and receive rewards \( R^A(s,a,d) \) and \( R^D(s,a,d) \), respectively. If

\[
R^A(s,a,d) + R^D(s,a,d) = 0
\]  

(3.25)

the game is called a zero-sum game. If condition in equation (3.25) is not satisfied, then the game is termed as a *general-sum* game.

Figure 3.1. Typical agent-environment interaction in attacker-defender two-player game.
Figure 3.1 shows a modified agent (i.e., the attacker and the defender) - environment (power system) interaction for a two-player game framework. The attacker obtains system state $s$ and applies the attack action $a$, and it will receive reward $R^A_t$. Meanwhile, the defender will conduct the same process and receive reward $R^D_t$. The objective of the attacker (player 1) is to maximize the discounted sum of future rewards, while the objective of the defender (player 2) is to minimize it. $\pi_A$ and $\pi_D$ are the strategies of attacker and defender, respectively.

For an initial state $s$, the attacker and the defender acquire the game values as

$$V_{att}(s, \pi_A, \pi_D) = \sum_{t=0}^{\infty} \gamma^t E(R^A_t \mid \pi_A, \pi_D, s_0 = s)$$

$$V_{def}(s, \pi_A, \pi_D) = \sum_{t=0}^{\infty} \gamma^t E(R^D_t \mid \pi_A, \pi_D, s_0 = s)$$

where,

$$\pi_A(s) = \{\pi_a(s) \mid a \in A\}$$

$$\pi_D(s) = \{\pi_d(s) \mid d \in D\}$$

$V_{att}$ and $V_{def}$ represent the game value for the attacker and the defender, respectively. $R^A_t$ and $R^D_t$ represent the reward assigned for the attacker and the defender, respectively. $\pi^*_A$ and $\pi^*_D$ are the optimal strategies for the attacker and the defender, respectively. Relatively smaller value of $\gamma$ (greater than zero) indicates higher weights of immediate rewards, whereas larger value (closer to one) of $\gamma$ emphasizes on the future rewards. With the multi-stage game, the attacker has an option to choose different attack targets in a time sequence. This gives the attacker flexibility to choose different attack sequences. The defender is the power system operator or the security administrator who monitors the power system’s cyber and physical networks.
A Nash equilibrium for two-player Markov game can be defined as follows.

**Definition 3:** In a two-player Markov game, a Nash equilibrium point is a pair of strategies \((\pi_A^*, \pi_D^*)\) such that for all \(s \in S\) [134]

\[
V_{att}(s, \pi_A^*, \pi_D^*) \geq V_{att}(s, \pi_A, \pi_D^*), \forall \pi_A \in \Pi_A
\] (3.28)

and

\[
V_{def}(s, \pi_A^*, \pi_D^*) \geq V_{def}(s, \pi_A^*, \pi_D), \forall \pi_D \in \Pi_D
\] (3.29)

Here, both of the players have complete information about each others payoff function.

In Nash equilibrium, each agent’s strategy has to be the best response to the opponent’s strategy. The definition of Nash equilibrium is similar in other types of games. The two players repeatedly play games according to their knowledge until the end. In this game, if any (active) player reaches the Nash equilibrium point, it also means that this player obtains the optimal policy.

To solve this game and find the optimal strategies for two players, one widely used solution principle is the closed-loop Nash equilibrium [135], [136]. A Nash equilibrium can be defined as a state of the game where no player can change its reward by deviating unilaterally from the equilibrium state. For a static game, the existence of the Nash equilibrium is guaranteed by Nash’s theorem [135]. In a multistage dynamic game, the existence of the Nash equilibrium can be obtained through the decision-making process over time. Q-learning is one of the ideal ways to find the players’ optimal policies (Nash equilibrium). Note, there could be multiple optimal policies (Nash equilibrium) for dynamic games [133], [137]. A Nash equilibrium is a concept of a solution that gives a steady state condition of that specific game. None of the players would prefer to change their strategies as that would minimize the payoffs [138]. Also, in [127], a two-player zero-sum game
in which only one of the players is learning and optimizing its strategy while the opponent player is maintaining its fixed policies. This ended the learning procedure with the calculation of desired Nash equilibrium solution of the game. Given that, the defender in our two-player zero-sum game is passive. So while the attacker converges to its optimal action strategy facing the passive defender and maximizes its payoff, none of the players can deviate from their action strategies as deviation will minimize their own payoffs. This confirms the existence of Nash equilibrium in the proposed game.

3.2.2.2 Proposed reinforcement learning solution

In this section, we propose a new solution for the two-player zero-sum dynamic game based on reinforcement learning between the attacker and the defender in the applications of the smart grid. First, we introduce the overall framework and algorithm flowchart, the design of reward feedback and $Q$-function and then provide the convergence analysis.

**Overall diagram and algorithm flowchart** The overall diagram of attacker-defender interaction in a power system appears in Figure 3.2. The game starts with the normal operating condition (i.e., steady-state) of the power system. Assuming that the defender uses a passive defense scheme, and the attacker uses an active learning attack scheme, the attacker will achieve its attack objective by learning and creating certain attack action sequences through the trial-and-error process. The attacker does not have a first action advantage in this dynamic game. The defender’s policy is pre-defined at the beginning of individual games. Thus, the attacker’s action is taken against the defender’s action. At the end of the multistage game, the defender observes total transmission line outages, and generation losses and adjusts it’s action strategy from the attacker’s learned action
sequence. During the post-attack stage, the system may have cascading failures. A typical power system operator tries to mitigate the cascading failure and moves the system to a new steady-state condition by generator re-dispatching, islanding, etc. An attacker cannot attack (trip) the protected transmission lines directly. However, the protected transmission lines may be automatically tripped due to cascading failure. Figure 3.3 shows our proposed reinforcement learning algorithm to solve the zero-sum game between the attacker and the defender. The game starts by initializing the $Q$-table and the defender’s set of actions. At the beginning, the current state is initialized as the normal operating condition of the given power system. At this state, all the transmission lines are active. A random number is generated to select the probability of exploration. The exploration probability of the attack
action is denoted by epsilon ($\varepsilon$).

The final value of epsilon ($\varepsilon_f$) is a very small exploration probability for the agent to take random actions even at the end of the episodes. With the execution of the attack
action, a transmission line is switched to out of service condition if it is not protected by the
defender. This action causes overloads in transmission lines (measured by equation (2.3)).
Based on the re-dispatching of the generators from equations (2.1) and (2.2), load-shedding
is determined. Then, generation loss and cascades are calculated, the reward is assigned,
and the $Q$-table is updated. If the attack objective is reached at this time step, the game
is over and $Q$-value is stored. If not, players go to the next time step ($t = t + 1$), and the
game is repeated until the attack objective is reached. With action, $a_t$ taken at time step
$t$, the action is executed in the power system environment, and the system state is updated
including the failed transmission lines. During the game, a pair of actions $(a, d)$ will lead to
an immediate expected reward for both players. For the attacker, transmission line failures
of the power system determine the rewards, denoted by $R^A(s, a, d)$. The attacker intends to
maximize the total reward, while the defender tries to minimize the power system failures
and minimize the total reward. Thus, the defender’s expected reward is the negative of the
attacker’s reward. The defender’s reward is denoted by $R^D$ and $R^D(s, a, d) = -R^A(s, a, d)$.
To this end, the smart grid attacker-defender game falls exactly into the two-player zero-
sum game.

**Design of reward and Q-function** We consider only deterministic cases while im-
plementing reinforcement learning. From the attacker’s perspective, we define the $Q$-value
as
\[
Q_{att}(s, a, d) = R_A(s, a, d) + \gamma \sum_{s' \in S} V_{att}(s')
\tag{3.30}
\]
and the corresponding value function is defined as
\[
V_{att}(s) = \max_{a \in A} \min_{d \in D} \sum_{a \in A} \sum_{d \in D} Q_{att}(s, a, d)
\tag{3.31}
\]
where $V_{\text{att}}$ is denoted as the attacker’s expected long-term reward for optimal strategies for the initial state $s$ and $Q_{\text{att}}(s,a,d)$ as the expected long term rewards for taking action $a$ against defender’s taken action $d$. Similarly, the defender will update $Q$-value as

$$Q_{\text{def}}(s,a,d) = R_D(s,a,d) + \gamma \sum_{s' \in S} V_{\text{def}}(s')$$  \hspace{1cm} (3.32)

and corresponding value function as

$$V_{\text{def}}(s) = \min_{d \in D} \max_{a \in A} \sum_{a \in A} \sum_{d \in D} Q_{\text{def}}(s,a,d)$$  \hspace{1cm} (3.33)

Here $Q_{\text{def}}(s,a,d)$ is the expected future reward for the defender for adopting action $d$ against attacker’s action $a$ for state $s$.

The learning player (attacker) is leading the learning procedure; while the opponent (defender) is a passive player, whose policy is pre-defined throughout the learning procedure. Considering that, the defender’s strategy can be evolved from the attacker’s progressive action strategy \[139\]. The main target of this work is to find the defender’s critical action set. So, first the attacker is trained to find the optimal action strategy in the presence of a passive defender. Then, the critical transmission lines (frequently used transmission lines in the optimal strategies) are added to the defender’s protection set.

The states of the game are presented as a combination of the status of all the transmission lines of the smart power grid, and it is denoted by $S$. For each state $s$, the status of the transmission lines are represented by binary number “1” or “0” as

$$s_t(l) = \begin{cases} 
1, & \text{if line } l \text{ is in-service at time } t \\
0, & \text{if line } l \text{ is out-of-service at time } t 
\end{cases}$$  \hspace{1cm} (3.34)

If total number of transmission lines in the system is $N$, the state space can be described as $S = \{s_1,s_2,s_3,\ldots,s_N\}$ as shown in Figure 3.4. Initial state represents the original normal
condition of power system. Next steady state represents post attack condition of the power system. In this work, we consider deterministic transition.

Figure 3.4. Transition from initial state to the new steady state through different intermediate states.

In this zero-sum game, the reward is assigned opposite to each other. So, if the number of instant transmission line outages for a game is $N_0$, then the reward is assigned following the conditions below

$$R^A(s,a,d) = \begin{cases} +1, & \text{if } N_0 \geq N_\theta \text{ and } k < N_\theta \\ 0, & \text{otherwise} \end{cases}$$

and

$$R^D(s,a,d) = \begin{cases} -1, & \text{if } N_0 \geq N_\theta \text{ and } k \geq N_\theta \\ 0, & \text{otherwise} \end{cases}$$
where $N_{θ}$ represents the attack objective and $k$ is the number of actions taken by the attacker.

### 3.3 Numerical results and simulations studies

#### 3.3.1 Stage-game in adversarial environment

##### 3.3.1.1 Simulation study: linear programming

In this section, we analyze the consequences of the attack on IEEE 30 bus system. According to the assumptions made, there are 6 insecure targets ($z_1, z_2 \ldots z_6$) and the attacker is capable of attacking two of the targets at the same time. So, the final targets are the transmission lines connected to two buses at the same time. The defender is also capable of defending two targets at the same time (i.e. $z_1 z_2, z_1 z_3 \ldots$ etc.). It is assumed that, if the attacker chooses his strategy as $\{z_i z_j\}$ (attack target $i$ and $j$) and the defender chooses his strategy as $\{z_j z_k\}$ (defend target $j$ and $k$), failing $z_i$ will be successful and the generation loss will be only for switching lines connected to $z_i$. Payoffs in Table 3.4 are the results of different attack and defend strategies (considering both player’s action). In this section we analyze the results for IEEE 30 bus system. Table 3.4 shows that $\min(\max(\text{row})) = 29.6979$ which is not equal to $\max(\min(\text{column})) = 0$. So there is no single saddle point for solution in equilibrium and hence no values of $a_{i^* j^*}$ that satisfies condition in equation 3.1. Having no single saddle point, the problem moves to find the proportion of times that the attacker and the defender play their own strategies. From equation 3.15 defender defines $\tilde{y}$, we can calculate the values of $\tilde{y}$, $\tilde{y} = [0 \ 0.0405 \ 0 \ 0.4104 \ 0 \ 0.2076 \ 0 \ 0.1586 \ 0 \ 0.1829 \ 0 \ 0]$. Similarly, solving for attacker’s mixed strategy we get $w = [0.0305 \ 0.1988 \ 0.0585 \ 0 \ 0 \ 0.6530 \ 0 \ 0 \ 0 \ 0.0593 \ 0 \ 0]$. 
Figure 3.5. (a) Attacker’s and (b) defender’s mixed strategies for different targets in attacker-defender zero-sum two-player game for IEEE 30 bus system

Figure 3.5 (a) and (b) show the proportion of times that the attacker and the defender should attack and defend different targets. In figure 3.5(a), we can see that, tripping target $z_2z_4$ has the maximum probability of taking this action (65% probability) while target $z_1z_2$, $z_1z_3$, $z_1z_4$ and $z_3z_6$ is having the probabilities to be considered as the actions are 3%, 20%, 6% and 18% respectively. And figure 3.5(b) is showing defender’s mixed strategies for the defense actions. From the figure, we can see that defending target $z_1z_6$ has the maximum probability of 41% to choose this target to defend. Target $z_1z_3$, $z_2z_5$, $z_3z_4$ and $z_3z_6$ are having the probabilities to be defended by the defender for 4%, 21%, 16% and 18% times of its action. For example, the attacker’s strategy is $z_2z_4$ with 65% probability and the defender’s strategy is $z_1z_3$ with 4% probability. With these strategies for attacker and defender obtained generation loss will be 58.8 MW. In another case, attacker’s strategy of
\( z2z4 \) (65\% probability) and defender’s strategy of \( z1z6 \) (41\% probability) causes generation loss of 52.8 MW.

3.3.1.2 Simulation study: reinforcement learning

Reinforcement learning can solve the one-shot game following the formulas from section 3.2.1.2. The simulation results are given and explained here in different case studies.

First we apply deterministic Q-learning algorithm to conduct the game. Then we formulate the game for alternative action choices.

**Case study 1 (deterministic game):** W & W 6 bus system is considered as the test system for the game in this case study.

Table 3.5. Parameter information for the two-player zero-sum game between attacker and defender in W & W 6 bus system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Case</td>
<td>W &amp; W 6 bus system</td>
</tr>
<tr>
<td>Number of total transmission lines</td>
<td>11</td>
</tr>
<tr>
<td>Number of target transmission lines</td>
<td>4 (30% of total transmission lines)</td>
</tr>
<tr>
<td>Maximum generation loss</td>
<td>210 MW</td>
</tr>
<tr>
<td>Attacker’s optimal action</td>
<td>Transmission line - 5</td>
</tr>
<tr>
<td>Defender’s fixed action</td>
<td>Transmission line - 2</td>
</tr>
<tr>
<td>Gamma, ( \gamma )</td>
<td>0.9</td>
</tr>
<tr>
<td>Epsilon, ( \varepsilon )</td>
<td>0.4</td>
</tr>
<tr>
<td>Total iterations</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 3.5 gives the value of the parameters considered for game formulation and simulation in 6 bus system. Here, epsilon, \( \varepsilon \) ensures that the agent in the game environment explores enough states to find the optimal action. The value of epsilon ranges from zero to one. Here, the value of \( \varepsilon = 0.4 \) makes sure that, the agent (attacker) follows exploration for 40\% of the total iterations and rest of the iterations are followed by epsilon-greedy policy.
The total number of iterations considered here is 1000. This number of iterations varies according to the number of transmission lines. For smaller test power systems, the number of maximum iterations is comparatively smaller than for the bigger test power systems (such as IEEE 300 bus system). Generation loss is considered as the reward, $R(a,d,s)$ in solving two-person zero-sum game using reinforcement learning.

Figure 3.6. Attacker’s cumulative Q-value per iteration in the adversarial two-player zero-sum game for W & W 6 bus system (average of 10 runs).

Figure 3.6 shows the value of the game in the process of value iteration. As, the value of epsilon, $\varepsilon = 0.4$, the agent will randomly explore all the possible actions within first 400 iterations to find the optimal action policy for the attacker. From the figure, the optimal action for the attacker is transmission line 5 while the defender is defending transmission line 2. This attack will cause 210 MW of generation loss. After analyzing this game result, we can conclude that, for W & W 6 bus system, with the target of 30% of total transmission line failures, the attacker should attack line number 5 while the defender is defending line number 2. This attack will cause generation loss of 210 MW for 6 bus system. Now, we
have the information that, for any randomly defended transmission line, attacker’s optimal policy is attacking transmission line 5. Now we will increase the defender’s strength by defending transmission line 5 and observe the attacker’s optimal action. It is found that, while defending transmission line 5, the attacker chooses transmission lines 1 or 2 or 3. Because switching these transmission lines cause the same amount of generation loss. And this amount is 90.25 \( MW \). As a result, the game value decreases and comes down to 902.5.

**Case study 2 (game with alternative action choices for W & W 6 bus system):**

Now we conduct the game to have probabilities for alternative action selection for the adversaries. In this case study we assume, the defender is defending transmission line 1. We assume that the defended transmission line cannot be attacked.
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Figure 3.7. (a) Cumulative sum of future rewards of the attacker in the adversarial stage game (defender’s protection set \{1\}) (b) probability update for all the transmission lines to be selected as an action.

Figure 3.7(a) shows the cumulative sum of future rewards (Q-values) for the adversarial stage game conducted between the adversaries. The attacker conducts the game for 1000 iterations for learning through trial and error process. From the figure, we can see that after 400 iterations the learning agent converges to it’s optimal policy. To update the probabilities
of these action selection, the agent follows equation (4.30).

Figure 3.7(b) shows the probability update of the transmission lines of W & W 6 bus system to be selected as an attack action. The green curve is showing the probability update of transmission line 5. The initial oscillation in probability updating of the transmission lines represents the random exploration of the action selection by the attacker. From this figure we can see that, the probability of transmission line 5 to be selected as an attack action increases after enough exploration (after 400 iterations). The initial oscillations of the probabilities of the transmission lines happens due to the random action selection of the agents during the learning process (exploration). On the other hand, the probabilities of the other transmission lines to be selected as attack actions (optimal actions) drop while following the greedy policy.

![Figure 3.8](image.png)

Figure 3.8. Action selection probabilities for the transmission lines of W & W 6 bus system.
this figure, we can see that transmission line 5 has the highest probability to be selected as an attack action, while the defender is defending transmission line 1. In practical life, it might happen that after triggering the attack the transmission line is reinforced due to the protection scheme of the system or that specific transmission line or area is connected to distributed energy resources (DER). In that case, attacking on that transmission line will not be successful. In any of these cases, if transmission line 5 is not accessible, connected to DER or reinforced, the attacker will attack the transmission line with next highest probability. If transmission line 5 is inaccessible, the next highest probability goes with transmission line 4 or 11 which is 0.043. So, the attacker will select these transmission lines as the attack action. Next, we consider that learning the most critical transmission line of W & W 6 bus system, we adjust the defense policy of the defender. Now, the defender will protect transmission line 5. With this new defense policy, we conduct the game again.

Figure 3.9. (a) Cumulative sum of future rewards and (b) action selection probabilities for the transmission lines of W & W 6 bus system with the adjusted defender’s policy.

Figure 3.9(a) shows the cumulative sum of future rewards for the attacker. Compared to Figure 3.7(a), the adjusted policy has lower value of cumulative sum of future rewards (generation loss is reduced).
Figure 3.9(b) shows the action selection probabilities of the transmission lines of W & W 6 bus system with the adjusted defender’s policy. So, according to this figure, while the defender is defending transmission line 5, the attacker will attack transmission line 3.

Case study 3 (IEEE 39 bus system - alternative action choices and attack impacts):
In this subsection, we use IEEE 39 bus as the test system to conduct the adversarial stage game, and then we analyze the impact of the attack on a simulated power system using PowerWorld simulator. First, we conduct the stage game on IEEE 39 bus system to identify the most vulnerable branch/branches from the system.

Figure 3.10. (a) Action selection probabilities and (b) probability update of the attacker’s action selection probabilities for IEEE 39 bus system. The randomly predefined defense action is transmission line 5.

Figure 3.10(a) shows the action selection probabilities for adversarial stage game in IEEE 39 bus system. From this figure, we can see that transmission line 37 has the highest probability to be selected as an action by the attacker. From several runs, we found that there are actually three transmission lines that are most vulnerable in IEEE 39 bus system. They are transmission line 8, 12, and 37. And the selection probability of this transmission lines is 0.614.
Figure 3.10(b) shows the updating of the probabilities via trial and error in the learning process. The red curve shows the probability update of transmission line 37 to be selected as the attack action. Switching transmission line 37 will cause cascaded failure of several transmission lines (lines 12, 8, 5, 21, 18, 4, and 31). This attack also creates multiple sub-grids from different buses, such as bus 10, 14, 25, and 31 divides into 2, 3, 4, and 5 sub-grids, respectively. There are some other buses that divides into multiple sub-grids. Now we move forward to the PowerWorld simulator to observe the impact of the transmission line attack in the simulated power system. We conduct the simulation for 3 seconds and we assume the attack happens at 1.5 second. We attack transmission line 37 as the target. Transmission line 37 is connecting bus 6 and bus 31. Due to the attack, transmission line 6 opens from the both end. For evaluation of the impact we are considering voltage violation as the index. Several references reported different voltage limit [140], [141]. We assume, the voltage limit for bus voltages in per unit is 0.9 to 1.1.

Figure 3.11. (a) Bus voltages at bus 6 and bus 31, (b) total generation and load change before and after the attack and (c) line current at transmission line 37 of IEEE 39 bus system.

Figure 3.11(a) shows the bus voltages at bus 6 and bus 31. Voltage at bus 6 drops from 1.074 to 1.003 which is within the range. But, voltage at bus 31 rises from 0.982 to 1.301 which is above the upper limit of the voltages (p.u.). So, bus 31 violates the voltage
limit. Figure 3.11(b) shows the generation and load change before and after switching transmission line 37 in IEEE 39 bus system. The attack over transmission line 37 reduces the generation and load of the system by creating disturbances in the system. Figure 3.11(c) shows the line current flow (p.u.) in transmission line 37. The figure shows that, the current drops to zero at 1.5 second due to the initiation of the attack.

Apart from the impacts on the bus voltages and generations, frequency of the system also become unstable due to the attacks. According to the European Network of Transmission System Operators for Electricity (ENTSOE) standards, if the frequency of the European grid goes beyond the range [47.5Hz - 51.5Hz], the system can hardly avoid a blackout.

3.3.2 Multistage sequential game

The simulation is conducted using Matlab R2018a on a standard PC with an Intel(R) Core(TM) i7 – 6700 CPU running at 3.40GHz and 24.0 GB RAM. There are three loops in our simulation: runs, episodes, and iterations. The iterations loop ends when the given number of actions are used by the attacker. The episodes loop is the main loop in which the attacker and the defender interact to learn the optimal policy. As the number of episodes is increasing, the attacker tends to learn the optimal policy. At the end of the episodes, the attacker and the defender reach the Nash equilibrium point. A number of runs are conducted to find out different Nash equilibrium points of the game. So, the whole game simulation is conducted for several runs. Each run consists of a number of episodes. And every episode consists of a number of iterations. The number of iterations represents the number of actions taken by the attacker. The number of episodes is the required number of trials for the agent in the learning process. The Q-table is defined with the attacker’s
state-action pairs and Q values. The discount factor, $\gamma$, is applicable only for the attacker’s learning process. The attacker decides the value of $\gamma$. In the simulation studies, both the attacker and the defender have a limited number of actions. The attacker can only attack one transmission line at a time. The number of actions taken is limited to the targeted number of transmission line outages. In other words, the attacker’s actions cannot outnumber the attack objective of line outage. In the following subsections, we will present the two-player zero-sum game between the attacker and the defender on the W & W 6 bus system and the IEEE 39 bus system.

**Case I: Study of branch outage for W & W 6 Bus System** In this case, we investigate the two-player zero-sum game behavior between the attacker and the defender for W & W 6 bus system. This case study gives us a step-by-step understanding of the dynamic game decision-making process and the achieved optimal attack sequences.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of branches, $N$</td>
<td>11</td>
</tr>
<tr>
<td>Total generation</td>
<td>210 MW</td>
</tr>
<tr>
<td>Attack objective, $N_\theta$</td>
<td>30% line outage (minimum 4)</td>
</tr>
<tr>
<td>Defender’s action set (line number)</td>
<td>$\langle 1, 2 \rangle$</td>
</tr>
<tr>
<td>Discount factor, $\gamma$</td>
<td>0.9</td>
</tr>
<tr>
<td>Maximum iteration per episode</td>
<td>100</td>
</tr>
<tr>
<td>Total number of episodes</td>
<td>600</td>
</tr>
<tr>
<td>Total number of run</td>
<td>100</td>
</tr>
<tr>
<td>Exploration probability</td>
<td>0.8</td>
</tr>
<tr>
<td>Final epsilon, $\epsilon_f$</td>
<td>0.003</td>
</tr>
<tr>
<td>Epsilon divided</td>
<td>Every 10 episode</td>
</tr>
<tr>
<td>Epsilon divided by</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 3.6 gives the parameter settings for the attacker-defender game for the W & W 6 bus system. Initially, the defender’s protection set $\langle 1, 2 \rangle$ is used, meaning that the de-
fender will protect these lines, which will not be switched when the attacker tries to attack. However, the protected transmission lines will still be switched to out-of-service during the cascading failure process. There are 100 independent runs for this simulation and each run consists 600 episodes. The exploration probability starts with 0.8 and gradually drops to a small value $\epsilon_f$ until the end. For example, the $\epsilon$ will be divided by 1.1 every 10 episodes in this case. A small $\epsilon_f$ will ensure the convergence to the optimal policy and still avoid the local minimum point. The computational time for one run of this game is 8.64 seconds.

![Figure 3.12. (a) Convergence of the attacker’s number of actions and (b) generation loss due to the attacker’s action in W & W 6 bus system (average of 100 runs). The defender’s protection set is $\langle 1, 2 \rangle$.](image)

**Convergence of attack sequences and generation loss:** Figure 3.12(a) shows the convergence curve for the attacker’s number of actions to reach the Nash equilibrium point. The number of attack actions in the Y axis are non-integer sometimes because of the average of 100 runs. Among 100 independent runs, all of them converged to the optimal policy (minimum number of actions). We found that the attacker needs to take only one action (attacking line 5) to reach the line outage threshold (30%). Figure 3.12(b) shows the convergence curve for generation loss. Attacking line 5 causes the maximum generation loss.
of 210 MW, which is also the total generation capacity of the system. From the results, the power system operator is suggested to first protect line 5, which is the most critical line in this benchmark system. From Figures 3.12(a) and 3.12(b), we can notice oscillations at the end of the episodes. The value of $\varepsilon_f$ creates a few random actions at the end of episodes.

**Case II: Study of impact of exploration variation**  In this case study, we show the impact of exploration variation on the percentage of convergence to optimality. We also show how timely adjustment of the defender’s action policy from the learned attacker’s action policy improves the security of the defense scheme. IEEE 9 bus system and IEEE 39 bus system are considered as the test systems for this case study. First, we start with 20% exploration and then we increase the exploration rate up to 80%. The required number of episodes for IEEE 9 bus system and IEEE 39 bus system are 5,000 and 8,000, respectively. We consider the attack objective is to cause a 30% of transmission line outage.

**Table 3.7. Number of episodes to be explored with different exploration rates for IEEE 9 bus system**

<table>
<thead>
<tr>
<th>Exploration rate</th>
<th>Numbers of episodes to be explored</th>
<th>% of convergence to optimality</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>1,000 (out of 5,000)</td>
<td>15%</td>
</tr>
<tr>
<td>40%</td>
<td>2,000 (out of 5,000)</td>
<td>30%</td>
</tr>
<tr>
<td>80%</td>
<td>4,000 (out of 5,000)</td>
<td>100%</td>
</tr>
</tbody>
</table>

**Table 3.8. Number of episodes to be explored with different exploration rates for IEEE 39 bus system**

<table>
<thead>
<tr>
<th>Exploration rate</th>
<th>Numbers of episodes to be explored</th>
<th>% of convergence to optimality</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>1,600 (out of 8,000)</td>
<td>5%</td>
</tr>
<tr>
<td>40%</td>
<td>3,200 (out of 8,000)</td>
<td>75%</td>
</tr>
<tr>
<td>80%</td>
<td>6,400 (out of 8,000)</td>
<td>95%</td>
</tr>
</tbody>
</table>
Table 3.7 and 3.8 shows the number total number of exploration required with the associated exploration rates.

<table>
<thead>
<tr>
<th>Exploration rate</th>
<th>IEEE 39 Bus System</th>
<th>IEEE 9 Bus System</th>
</tr>
</thead>
<tbody>
<tr>
<td>20%</td>
<td>40%</td>
<td>80%</td>
</tr>
<tr>
<td>20%</td>
<td>40%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Figure 3.13. Percentage of convergence to optimality for IEEE 9 bus system and IEEE 39 bus system with different exploration rates.

Figure 3.13 shows the percentage of convergence to optimality of the attacker’s action policies with different exploration rates. We can see that the convergence percentage increases with increased exploration rate. For example, in the case of IEEE 39 bus system with 20% exploration probability, only 5% attack strategies reach optimality. But as we increase the exploration probability to 40% and 80%, the percentage of convergence to optimality increases up to 75% and 95%, respectively. Now let us consider a 30% transmission line outage as the attack objective, the defender’s random predefined action set as \{1, 2, 3\}. With this action set, the attacker’s learned policy detects that the transmission lines 8, 27, and 37 are the most frequently selected targets. So, we gradually start including these transmission lines to the defender’s policy to show how the trained policies of the
attacker help the defender make the system security stronger.

Figure 3.14. Criticality index of the transmission lines of IEEE 39 bus system to be selected as the attack actions by the attacker when the defender defends transmission line (a) \{8, 2, 3\}. The number of unique optimal policies here is 82. (b) \{8, 27, 37\}. The number of unique optimal policies here is 19. (c) Criticality index of the transmission lines of IEEE 39 bus system to be selected as the attack action by the attacker. The attack objective is to cause 60% generation loss. The defender defends transmission line \{1, 2, 3\}. The number of unique optimal policies here is 35.

Figure 3.14(a) shows the criticality index of the transmission lines of IEEE 39 bus system to be selected as attack actions. The criticality index represents the frequency of the transmission lines to be selected as the attack actions. The defender is defending transmission lines 8, 2, and 3. The number of unique optimal policies reduces from 97 to 82 out of 100 runs. Now we include all the three transmission lines (8, 27, and 37) to the defender’s protection set and observe how the number of unique optimal policies changes. Figure 3.14(b) shows the frequencies of the transmission lines from IEEE 39 bus system for unique optimal policies of the attacker. The defender is defending transmission lines 8, 27, and 37 and the number of unique optimal policies of the attacker reduces to 19 out of 100 independent runs.

Now we change the attack objective from transmission line outage to generation loss. So, with 60% generation loss as the attack objective, we randomly select the defender’s defense action as \{1, 2, 3\}, and we found that the transmission lines 23, 27, and 29 are the
most frequently used transmission lines as attack actions out of 100 independent runs. If we take the unique optimal policies (35 out of 100), we found transmission lines 27, 29, and 31 are the mostly used transmission lines as attack actions, hence the most critical ones.

Figure 3.14(c) shows the criticality index of the transmission lines of IEEE 39 bus system when the defender’s action is randomly pre-defined (1, 2, and 3). Similar to the previous attack objective, protecting the frequently used transmission lines (by including in the defender’s protection set), the number of optimal action sequences can be reduced.

This case study shows that, with increased exploration probability, the learning agent can achieve higher percentage of convergence to optimality. On the other hand, this case study also proves that, with the identified critical transmission lines from the attacker’s policy it is possible to adjust the defender’s policy and make the defense strategy stronger.

Case III : Study of branch outage for IEEE 39 bus system  In this case, we test our proposed algorithm on IEEE 39 bus system. First, we identify the critical transmission lines through a pre-defined protection set. Then we include the critical transmission lines into the protection set, test the attacker’s learning performance, and validate the protection effect. IEEE 39 bus system has 46 branches and its total generation capacity is 6150 MW. We pre-define the defender’s action set as $D = \langle 1, 2, 3 \rangle$. 
Table 3.9. Parameter information for IEEE 39 bus system.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of branches, N</td>
<td>46</td>
</tr>
<tr>
<td>Total generation</td>
<td>6150 MW</td>
</tr>
<tr>
<td>Attack objective, $N_\theta$</td>
<td>30% of line outage (minimum 14)</td>
</tr>
<tr>
<td>Defender’s action set</td>
<td>$\langle 1, 2, 3 \rangle$</td>
</tr>
<tr>
<td>Discount factor, $\gamma$</td>
<td>0.9</td>
</tr>
<tr>
<td>Maximum iteration per episode</td>
<td>100</td>
</tr>
<tr>
<td>Total number of episodes</td>
<td>8000</td>
</tr>
<tr>
<td>Total number of run</td>
<td>100</td>
</tr>
<tr>
<td>Exploration probability, $\epsilon$</td>
<td>0.8</td>
</tr>
<tr>
<td>Final epsilon, $\epsilon_f$</td>
<td>0.0004</td>
</tr>
<tr>
<td>Epsilon divided by</td>
<td>Every 100 episode</td>
</tr>
<tr>
<td>Epsilon divided by</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 3.9 gives the parameter values for IEEE 39 bus system to conduct the simulations. The attacker starts with random actions and faces the defender’s protection set at the beginning. There are 100 independent runs in total, and the number of episodes is 8000 per run. The value of exploration probability $\epsilon$ starts from 0.8 and decreases every 100 episodes by dividing by 1.1. In this case, the attack objective 30% line outage means the 14 transmission line outages.

Figure 3.15. Convergence of (a) the attacker’s number of actions and (b) generation loss due to the attacker’s action for IEEE 39 bus system (average of 100 runs). The defender’s protection set is $\langle 1, 2, 3 \rangle$. 
Convergence of attack sequences and generation loss: Figure 3.15(a) shows the convergence to the optimal number of attack actions. We can see, after enough learning and exploration, the attacker reaches the optimal number of attack actions.

<table>
<thead>
<tr>
<th>Run index</th>
<th>Number of actions</th>
<th>Action sequence</th>
<th>Total outages (including cascaded outages)</th>
<th>Generation loss (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>⟨8, 29, 10, 13⟩</td>
<td>⟨1, 3, 7, 8, 10, 12, 13, 18, 19, 21, 22, 23, 29, 31⟩</td>
<td>3649.56</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>⟨36, 27, 8, 32⟩</td>
<td>⟨1, 3, 7, 8, 12, 17, 18, 19, 22, 27, 29, 31, 32, 36⟩</td>
<td>3533.44</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>⟨37, 23, 14, 40⟩</td>
<td>⟨3, 4, 5, 8, 12, 14, 18, 21, 22, 23, 29, 31, 37, 40⟩</td>
<td>3584.53</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>⟨36, 27, 8, 28⟩</td>
<td>⟨3, 4, 5, 8, 12, 15, 18, 21, 22, 23, 29, 31, 34, 37⟩</td>
<td>3177.46</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>99</td>
<td>4</td>
<td>⟨42, 8, 27, 45⟩</td>
<td>⟨3, 7, 8, 12, 18, 19, 21, 22, 23, 29, 31, 33, 34, 38⟩</td>
<td>4212.18</td>
</tr>
<tr>
<td>100</td>
<td>4</td>
<td>⟨37, 23, 32, 15⟩</td>
<td>⟨3, 4, 5, 8, 12, 14, 18, 21, 22, 27, 29, 31, 34, 45⟩</td>
<td>5582.04</td>
</tr>
</tbody>
</table>

In Table 3.10, there are many different policies to reach the objective (30% line outage) and the minimum number of attack actions in those policies is 4. Due to the space limitation, we could only show several attack action sequences among 100 runs. For example, the first action sequence in the table ⟨8, 29, 10, 13⟩ gives the total outages of ⟨1, 3, 7, 8, 10, 12, 13, 18, 19, 21, 22, 23, 29, 31⟩.

Comparison of multistage attack and one-shot attack: To illustrate the importance of this dynamic game, let us compare the total cascaded outages between a multistage attack and a one-shot attack. This action sequence is shown in Table 3.11. In the upper portion of the table, the left column represents the attack actions taken and the right column represents the cascaded outages due to the actions. The same attack sequence is applied as the one-shot attack which is shown in the lower portion of Table 3.11. Using the same attack sequence, multi-stage attack gives 14 transmission line outages whereas one-shot attack gives 11 transmission line outages. So a multistage attack generates more line outages than a one-shot attack.
Table 3.11. Comparison of cascading failures between a multistage attack and a one-shot attack. This table shows the attack actions for optimal action sequence and cascaded outages for run 1 from Table 3.10.

<table>
<thead>
<tr>
<th>Attack actions</th>
<th>Cascaded outages</th>
</tr>
</thead>
<tbody>
<tr>
<td>8, 12, 18, 19, 3, 31, 7</td>
<td>23, 22, 1</td>
</tr>
</tbody>
</table>

Criticality analysis: From Table 3.10, we plot the frequency of all the line attacks of 100 runs in Figure 3.16. Here, criticality index (y label) counts the number of the transmission lines attacked in 100 runs. From this game with the defender’s action set as $\langle 1, 2, 3 \rangle$, we found 97 unique attacker’s action sequences.

![Figure 3.16](image-url)
From Figure 3.16, we can see that, there are several branches (i.e., line numbers 8, 37, 27) appeared more times than the others. From the experience in Case 1, these lines are the critical lines for the IEEE 39 bus system. In order to analyze the effect of the defender’s policy in this game, we will apply these three critical transmission lines into the defender’s protection set one by one.

Table 3.12. Number of converged and unique optimal strategies for the defender’s different action’s set for IEEE 39 bus system.

<table>
<thead>
<tr>
<th>Defender’s action</th>
<th>Attacker’s no. of unique optimal strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>⟨1,2,3⟩</td>
<td>97</td>
</tr>
<tr>
<td>⟨8,2,3⟩</td>
<td>82</td>
</tr>
<tr>
<td>⟨8,37,3⟩</td>
<td>23</td>
</tr>
<tr>
<td>⟨8,37,27⟩</td>
<td>19</td>
</tr>
</tbody>
</table>

Table 3.12 shows the number of the attacker’s unique optimal strategies against the defender’s protection strategies. First, the defender includes line 8 in its defense strategy; the defender’s new defense strategy becomes ⟨8,2,3⟩. We conduct 100 independent runs and obtain that the unique converged attack policies reduces from 97 to 82. Second, we add transmission line 37 in the defender’s action set and the new defense set is ⟨8,37,3⟩. The same game is conducted, 27 out of 100 runs converge to the optimal number of actions. There are 23 unique optimal action strategies among the 27 optimal converged strategies. Third, we add those three critical lines to the defender’s defense set, which is now ⟨8,27,37⟩. We conduct the same game, and obtain 21 optimal actions sequences. There are 19 unique attack sequences. From the above settings and results, we observe that the critical lines are the ones with high chances of attack by “smart” attackers, and
will also cause severe cascading failures. The more critical lines we include in the defender’s protection set, the fewer optimal policies will be available for the attacker to reach the objective with the minimum number of actions. The results provide useful suggestions for power system operators and government authorities to manage system planning and cyber/physical protections.

**Case IV: Study of generation loss for IEEE 39 bus system**

**Convergence of attack sequences:** Generation loss is also one of the important factors in the smart grid security. In this case, we use generation loss as the attack objective. Like case III the IEEE 39 bus system is used here as the benchmark system. The parameter settings are similar as those in Case III except the following: the attack objective here is to cause 3690 MW of generation loss (60% of 6150 MW), value of $\epsilon = 0.4$, $\epsilon$ is divided each 50 episode by 1.1, the total number of episode is 5000. We define the defender’s defense set as $\langle 1, 2, 3 \rangle$. The attacker plays against this defender’s defense set and reaches to its expected optimal policy.

![Figure 3.17](image.png)

Figure 3.17. (a) Convergence of the attacker’s number of actions (average of 100 runs). The defender’s protection set is $\langle 1, 2, 3 \rangle$. (b) Frequency of the transmission line attacks for IEEE 39 bus system. The defender’s protection set is $\langle 27, 29, 31 \rangle$. (c) Convergence of generation loss due to the attacker’s action (average of 100 runs).

Figure 3.17(a) shows the convergence of the attacker’s strategy to optimal policy for the
IEEE 39 bus system. From Figure 3.17(a), we can see that only two actions are required to achieve the attack objective. Among the 100 runs, there are 35 unique sequences. From the 35 learned unique strategies, we identify lines 27, 29 and 31 are the most critical lines in the system to reach 60% (3690 MW out of 6150 MW) generation loss. The computational time for one run of this game is 161.45 seconds.

**Criticality analysis:** For further investigation, we apply these three critical lines into the defender’s protection strategy and observe the game behavior. With the defense set \(\langle 27, 29, 31 \rangle\), 29 unique strategies out of 100 runs converge to the optimal number of actions which is shown in Figure 3.17(b). It indicates that including critical lines in the protection set will give the attacker fewer choices to reach the attack objectives. Also, after including the critical transmission lines in the defender’s protection set, the average generation loss per episode decreases. Figure 3.17(c) shows the average generation loss for the defender’s protection set \(\langle 1, 2, 3 \rangle\) and \(\langle 27, 29, 31 \rangle\).

**Case study V: exploration of the post attack impact on power system** In this case study, we select any learned attack policy of the attacker. Then we apply this learned attack policy (optimal attack actions) on a simulated power system using PowerWorld simulator to analyze the impact of the learned attack policy. We insert the attack targets in the PowerWorld test case for disconnecting in timely manner. We record the result in the ram for future use. For simplicity, we conduct the attack on IEEE 39 bus system consecutively after 0.5 seconds. So, we conduct the simulation for 2.5 seconds. And trigger the attacks every 0.5 seconds.
Figure 3.18 shows the attack timescale for attack on IEEE 39 bus system in PowerWorld software. To assess the criticality of the learned attack policies, we consider voltage violation as the evaluation index. There are different references for voltage limits of the buses in per unit [142], [143]. We consider the range of the bus voltage is [0.9 to 1.1]. Exceeding 1.1, and dropping below 0.9 is considered as voltage violation. There will be some other lines, whose voltage will shoot to very close to the upper limit or the lower limit. Further disturbances in the system will cause them violate the voltage limitation.

Figure 3.19(a) shows the voltages of the buses connected to the attacked transmission lines. From this figure we can see bus 5 and 7 exceeds the voltage (p.u.) upper limit (1.1 p.u.). Figure 3.19(b) shows the changes in generation and load of the total system (IEEE 39 bus system).
39 bus system). We can see the generation and load drop with each attack except the last attack. Due to the 4th attack the generation and load increases for a fractional seconds and then again drops.

Figure 3.20. (a) Line flow and (b) line current of the attacked transmission lines (8, 10, 13, and 29).

Figure 3.20(a) shows the line flow through the attacked transmission lines. We can see that, with each transmission line switching attack, the value of the line flow drops to zero. Figure 3.20(b) shows the line current flowing through the attacked transmission lines. The value of the current drops to zero for each line associated with the optimal attack sequence. Both of the Figures 3.20(a) and 3.20(b) prove that the line switching attack is successful in switching the target transmission lines from active status to inactive status.

Executing line switching attack on the smart electric power transmission and distribution system creates a major impact on line currents, bus voltages, and generation. Voltage instability or voltage collapse is caused due to the inadequacy of the generated reactive power. This can happen because of the changes in the system configurations caused by transmission line outages, changes in the active or reactive power demand, or loss of generators. Apart from these impacts, these attacks can cause significant disturbance in the
frequency of the power system which can eventually leads to large scale blackout.

3.4 Summary

This chapter proposes a new solution for the two-person zero-sum attacker-defender multistage dynamic game (deterministic) in smart-grid security based on reinforcement learning. The learned attacker’s optimal action sequence gives important information regarding critical transmission lines of a power system. Theoretical analysis of convergence is provided to ensure the effectiveness of the algorithm. Case I finds the critical transmission lines of the W & W 6 bus system for the defender’s pre-defined action set for individual games. Case II gives us the critical transmission lines of the IEEE 39 bus system and further indicates that adjusting the defender’s action from the attacker’s learned critical transmission lines leaves the attacker fewer choices to make a successful attack. A comparison is shown in Case II indicates total transmission line outages caused by the multistage attack are bigger than a one-shot attack. A comparison of the defender’s different strategies in Case III shows that adjusting the defender’s strategy reduces the number of successful/optimal attacks, and that adjusting the defender’s strategy reduces the average generation loss due to the attack. From these case studies, we can suggest that the learning of “simulated” attackers can eventually help the defender to better prepare defense strategies.

In this smart grid application, we notice that the theoretical number of states according to our formulation is given as $2^N$, where $N$ is the number of transmission lines. Due to the reality of the system and the enforced constraints, many theoretical states do not exist and the attacker only needs to visit a limited number of states. For example, in W & W 6 bus system with 30% attack objective, the number of visited unique states is 37. In IEEE 39
bus system with 10% attack objective, the number of visited unique states is 13,130. The performance of identifying of vulnerable branches in the game could be further improved by introducing new deep learning and deep reinforcement learning techniques in the future.
CHAPTER 4 Reinforcement learning based solution for repeated game

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Status of the transmission lines</td>
</tr>
<tr>
<td>$k$</td>
<td>Order of the contingency or attack</td>
</tr>
<tr>
<td>$t$</td>
<td>Attack timescale</td>
</tr>
<tr>
<td>$S_A$</td>
<td>Attacker’s target set. A predefined set of power system transmission lines.</td>
</tr>
<tr>
<td>$S_D$</td>
<td>Defender’s target set. A predefined set of power system transmission lines.</td>
</tr>
<tr>
<td>$G$</td>
<td>Contraction mapping.</td>
</tr>
<tr>
<td>$X$</td>
<td>Maximum time step.</td>
</tr>
<tr>
<td>$H$</td>
<td>Value iteration operator.</td>
</tr>
<tr>
<td>$N(S_A)$</td>
<td>Size of the attacker’s target set.</td>
</tr>
<tr>
<td>$N(S_D)$</td>
<td>Size of the defender’s target set.</td>
</tr>
<tr>
<td>$TLC$</td>
<td>Total loading capacity of the system (MW).</td>
</tr>
<tr>
<td>$C_w$</td>
<td>Cost of not attacking.</td>
</tr>
<tr>
<td>$C_a$</td>
<td>Cost of attacking (consumed resource from the system).</td>
</tr>
<tr>
<td>$C_m$</td>
<td>Cost of defending (holds the same property as $C_a$).</td>
</tr>
<tr>
<td>$B_A$</td>
<td>Attacker’s allocated budget (defined by a number of actions).</td>
</tr>
<tr>
<td>$B_D$</td>
<td>Defender’s allocated budget (holds the same property as $B_D$).</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>The attacker’s probability of attack or strength.</td>
</tr>
<tr>
<td>$\delta$</td>
<td>The defender’s strength (the probability of defending).</td>
</tr>
<tr>
<td>$U_A$</td>
<td>Attacker’s mixed strategy payoff.</td>
</tr>
<tr>
<td>$U_D$</td>
<td>Defender’s mixed strategy payoff (holds the same property as the $U_A$).</td>
</tr>
<tr>
<td>$U_a$</td>
<td>The attacker’s immediate mixed strategy payoffs in the repetitions.</td>
</tr>
<tr>
<td>$U_d$</td>
<td>The defender’s immediate mixed strategy payoffs in the repetitions.</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Immediate damage caused by the attack, the unit is in MW.</td>
</tr>
<tr>
<td>$P_a$</td>
<td>Total loss by the attack (MW).</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Exploration rate.</td>
</tr>
</tbody>
</table>
\( \gamma \) Discount factor of long term or short term reward.

\( F \) Total number of runs in the game.

\( Q \) Quality of the state \( s \), associated with action \( a \) and \( d \).

\( T \) Transition function between the states.

\( V_a(s') \) Value at the next state \( s' \) for the attacker.

\( V_d(s') \) Value at the next state \( s' \) for the defender.

\( Pr \) Probability of a state-action pair \( (s,a,d) \).

\( C \) Total number of times the state \( s \) is visited for the specific action \( a \), and \( d \).

\( \pi \) Action selection probability.

\( \Pi \) Repeated game function.

\( R \) Reward assigned for action \( a \) and \( d \).

\( Rep \) Repetition of a repeated game.

\( a \) Action taken by the attacker.

\( d \) Action taken by the defender.

\( Z \) Represents active status of a line \( l \) at time \( t \).
4.1 Chapter overview

Due to the rapidly expanding complexity of the cyber-physical power system, the probability of system malfunctioning or failing is increasing. Most of the existing works combining smart grid (SG) security and game theory fail to replicate the adversarial events in the simulated environment close to the real life events. In this chapter, a repeated game is formulated to mimic the real life interactions between the adversaries of the modern electric power system. First, we formulate the environment for the attacker-defender interaction in the smart power grid. We provide a strategic analysis of the attacker-defender strategic interaction using a game theoretic approach. We apply repeated game to formulate the problem, implement it in the power system, and investigate for optimal strategic behavior in terms of mixed strategies of the players. In order to define the utility or cost function for the game payoffs calculation, generation power is used. Attack-defense budget is also incorporated with the attacker-defender repeated game to reflect a more realistic scenario. A comparison between the proposed game model and the All monitoring model is provided to validate the observations.

Then, the optimal action strategies for different environment settings are analyzed. The advantage of the repeated game is that the players can generate actions independent of the previous action history. The solution of the game is proposed based on reinforcement learning, which ensures the desired outcome in favor of the players. The outcome in favor of a player means achieving higher mixed strategy payoff compared to the other player. Different from the existing game theoretic approaches, both the attacker and the defender participate actively in the game and learn sequences of actions applying to the power trans-
mission lines. In this game, we consider several factors (such as, attack and defense costs, allocated budgets, and the players’ strengths, etc.) that could effect the outcome of the game. These considerations make the game close to the real life events. To evaluate the game outcome, both players’ utilities are compared and they reflect how much power is lost due to the attacks and how much power is saved due to the defenses. The players’ favorable outcome is achieved for different attack and defense strengths (probabilities) of the players. IEEE 39 bus system is used here as the test benchmark. Learned attack and defense strategies are applied on a simulated power system environment (PowerWorld) to illustrate the post-attack effects on the system.

Due to the modernization of CPPS, humans/bots with heinous intention can exploit the system to access the CPPS and create damage to the system. To explain this behavior of the human/bot attackers, game theory is used. Game theory is able to interpret the complex interaction of the rational attacker-defender interaction with the help of mathematics and rational assumptions. Game theory is applied to the power system security to understand this complex behavior. Various algorithms are proposed, implemented, and used to solve the complexity of the behavior and provide a solution in response to the players’ action [114], [115].

Several game theoretic approaches have been used in the domain of power system security. In [110], authors proposed a game-theoretic framework for the analysis of cyber-switching attacks and control-based mitigation in cyber-physical power system. In [58], [126], [144], authors applied a static game to investigate the vulnerabilities in power system. In [124], authors introduced a two-player zero-sum game between the adversary and the defender, and evaluated the equilibrium of defense mechanisms under network config-
All these game theoretic approaches need to have access to information regarding the opponent players’ previous action history. Also, in some cases, information might be missing due to the environmental settings of the game. In that case, the game theoretic behavior may not interpret the actual complexity and solution.

Machine learning methods are becoming popular along with the increasing complexity of the critical infrastructures and their exposure to the security threats. Several machine learning (ML) algorithms are being used for detecting events and anomalies, finding critical elements of a power system, and implementing the interactions between the adversaries in a power system. These machine learning algorithms include classification and clustering methods, reinforcement learning algorithms, and artificial neural network, etc [16]–[18]. Securing the modern electric power grid is one of the most challenging issues nowadays. The modern electric power grid or the smart grid (SG) is an interconnected network of large number of heterogeneous devices. This complex interconnection of SG exposes the whole network to severe security threats. High integration of information and communication technology (cyber-layer) with the SG (physical layer) results in a complex and efficient cyber-physical power system (CPPS) [145]–[147]. The motivation of the attackers to target the CPPS includes causing economic downfall, affecting large group of individuals, damaging valuable infrastructures, and causing political damages. Incidents in Nigeria, Ukraine, the United States, and Kenya are some of the most recent power outage events around the globe [148]–[150]. According to the annual report of the United States by EATON, the total number of events related to the power outage that happened in the United States was 3,526 and they affected almost 36.7 million people in 2017. The total
duration of these outages was 2,84,086 minutes which are approximately equivalent to 197 days [12]. Cyber-attack is one of the major concern which is responsible for causing huge damage in the electric power grid. Dragonfly, Nightmare, Industroyer, Stuxnet, Wannacry, NotPetya, etc. [15], are the modern generation threats for CPPS. According to the security experts, we are heading towards a *Cyber Pearl Harbor* [151]. So the advancement of the cyber weapons are now considered major threats for the security and resiliency of the SG.

The entities in the power system environment are divided into two groups, i.e., the terrorists and the authorities. The terrorists are the entities with heinous intention to cause damages in the CPPS. The other entity is expected to protect the CPPS from these damages or to reduce these damages by protecting significant components. The complex interaction between these entities can be represented using game theory. Game theory can help the power system operators to understand the attackers’ motives, moves, and thus they can strengthen the security of the CPPS. A lot of research works are going on for improving the stability, security, and resiliency of smart grid under different uncertain conditions [100]–[104]. Different forms of games are formulated to solve the challenges in the CPPS. One-shot attack [113], multi-stage attack [105], simultaneous attack [114], sequential attack [115], malicious false data injection attack [116] and coordinated attack are different types of attack schemes for applying in the power grid. Proper solution to the games adopting these attack schemes are important for the authorities to increase the protection and avoid the damages. To solve different game theoretic problems, different approaches are used such as, neural networks, deep neural networks, approximate dynamic programming, adaptive dynamic programming, and reinforcement learning [22]–[29]. So, the use of game theory can aid the power system operators and planners to resolve the challenging issues of
the advanced and complex electric power grid and increase the security and resiliency.

Recently, several research efforts [46], [64], [105]–[112] have been made based on Markov decision processes (MDPs), and game theory to make the security of the CPPS stronger against malicious attacks. In [106], authors used static game theoretic solution concept, called \textit{Shapley value}. It represents coalition formation game theory in assessing the components’ criticality for system’s overall reliability and further maintenance focuses. In [64], [107], [108], authors implemented stochastic games for power grid protection against malicious attacker which are two-player zero-sum games and one-shot processes. Q-learning is applied to solve these games with optimal policies for the attacker. In [105], authors studied a multistage game between the adversaries that uses unique utility function to find the optimal attack sequences from the attacker’s perspective. In this work, the defender’s action is passive and predefined throughout the learning process of the attacker. In [109], authors modeled a strategic honeypot game for distributed DoS (denial of service) attacks in the SG. They analyzed the interactions between the attacker and the defender in the SG communication network. In [110], authors used iterated/repeated game (one-shot process) to analyze cyber-switching attacks and mitigation in SG systems based on zero-determinant strategies. In [46], [111], authors used reinforcement learning for sequential attack against power grid networks where only the attacker’s action is considered. In [112], authors proposed a single stage game which is a zero-sum game in nature for risk modeling and mitigation for the SG security. In this work, authors also mentioned the multistage repeated game and Bayesian game as potential extensions of the work. So, MDPs and game theories are increasingly used in the SG security to conduct the interdisciplinary research between the machine learning and power system. In cyber-physical power system security,
very few papers have reported two active players in the repeated games. Those games do not consider costs of actions, budgets, and strengths as the factors for the pay-off evaluation. The impact of the attack policies on the power system has also been neglected, but is somehow very important to the physical system itself.

Based on the aforementioned literature, we propose a repeated game between the adversaries and use reinforcement learning-based solution to overcome the weaknesses. The main contributions of this paper are summarized below:

1. We proposed a repeated game model incorporating the cost of attack and defense actions and the average loss due to the attack in the system. The consideration of the attack and the defense costs will provide clear insight about the resource allocation and consumption for the attack and the defense schemes in the power system. This game is also applicable for the players with limited access to the information of the opponents. We incorporated budget constraints in the game model so that the players could cope with limited resources for a more realistic power system game theoretic environment. The idea of error and missing detection in the power system is introduced in the game model and demonstrated in the implementation. These detections will help the system operators evaluate the performance of the protection scheme. A comparative study between the overall game payoff and an existing approach is provided which will help the power system operators choose their mixed strategy actions.

2. We implement the interactions between the adversaries by formulating a two-person repeated game in the SG. The main advantage of using a repeated game is that it
does not require any information except what is shared between them. Unlike most of the existing literature, the repeated game conducts multiple repetitions instead of one-shot game, and uses individual utility functions to evaluate the payoffs. Then we design the solution of the game using a reinforcement learning algorithm which helps to achieve the outcome in favor of the adversaries. Favorable outcome means achieving higher payoff compared to the other player. The policies that result in favorable outcome to the players are significantly important for proposing a protection scheme and identifying the critical elements. Both players participate actively in the game and take action independently. They adopt a sequential action scheme unlike the existing literature and learn the policies based on the repeated game process. We also provide alternative action choices for the adversaries for different attack and defense strengths.

3. Realistic and crucial factors, like costs, allocated budgets, and strengths of the adversaries, have been neglected in the existing literature. In our work, costs are parameterized as a certain percentage of total loading capacity of the system. Budgets are parameterized as a number of limited actions. Strengths of the players are parameterized as a value ranging from zero to one. Then these parameters are incorporated as constraints to calculate the mixed strategy payoffs of the adversaries.

4. After analyzing the interactions and learning the policy, we illustrate the impact of the learned attacker’s policy in the power system. Very few existing works reported the post attack effects (e.g., voltage, current, and power) based on the learned policies in the adversarial game. We simulate the learned attack policies in the PowerWorld
simulator. For evaluation of the impact, voltage violation is considered as the evaluation metric. This illustration provides insight about the loss caused by the cyber attack on the power system.

The rest of the paper is organized as follows. Section 4.2 explains the theoretical problem formulation of repeated game framework which involves strategic analysis of repeated game and its solution based on reinforcement learning. In Section ??, the results from the simulation case studies are explained for both strategic analysis of the game and reinforcement learning based solution of the game. Finally, Section ??, concludes the article with discussions and future works.

4.2 Problem formulation and implementation

4.2.0.1 Strategic analysis of repeated game behavior in smart grid security

The modeling of the game is adopted from [152]. In order to formulate the repeated game in power system, the game payoff function can be given as:

$$\Pi_I = \{C_m, C_i, C_a, C_w, P_a, U_a, U_i\} \in \{S^r_A, S^r_I\}$$  \hspace{1cm} (4.1)

The parameters detail is given in Table 4.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_m$</td>
<td>Cost of starting the attack detection system</td>
</tr>
<tr>
<td>$C_i$</td>
<td>Average generation loss when transmission line $i$ is attacked</td>
</tr>
<tr>
<td>$C_a$</td>
<td>The cost of attackers for attacking</td>
</tr>
<tr>
<td>$C_w$</td>
<td>The cost of attackers for not attacking</td>
</tr>
<tr>
<td>$U_a$</td>
<td>Attacking transmission line’s payoff</td>
</tr>
<tr>
<td>$U_i$</td>
<td>Defending transmission line’s payoff</td>
</tr>
<tr>
<td>$P_a$</td>
<td>Attacker’s payoff</td>
</tr>
<tr>
<td>$S^r_A$</td>
<td>Attacker’s actions space</td>
</tr>
<tr>
<td>$S^r_I$</td>
<td>Defender’s actions space</td>
</tr>
</tbody>
</table>
To decide whether to attack or not, the attacking agent needs to satisfy two specific conditions. The first condition is given below:

\[
\sum_{t=1}^{T} \sum_{i} C'_{w} < P_{a} - \sum_{t=1}^{T} \sum_{i} C'_{a}
\]  

(4.2)

where, \( P_{a} = \sum_{t=1}^{T} \sum_{i} C'^{T}_{i} \). The second condition that the attacking agent needs to satisfy is given as:

\[
\sum_{t=1}^{T} \sum_{i} C'_{i} \gg \sum_{t=1}^{T} \sum_{i} C'_{m}
\]

(4.3)

The payoff matrix for different strategies of the attacker and the defender can be shown as follows:

\[
\begin{bmatrix}
\sum_{t=1}^{T} \sum_{i} (P_{a} - C'_{a}, U_{i} - C'_{t}) \\
\sum_{t=1}^{T} \sum_{i} (-U_{a}, U_{i} - C'_{m}) \\
\sum_{t=1}^{T} \sum_{i} (C'_{w}, U_{i}) \\
\sum_{t=1}^{T} \sum_{i} (C'_{w}, U_{i} - C'_{m})
\end{bmatrix}
\]

(4.4)

Here the columns and the rows in the payoff matrix represent the defender’s and the attacker’s possible action strategies respectively. In each matrix, the first and the second entity represents the attacker’s and the defender’s payoffs respectively.

**Nash equilibrium strategies in game model** In the game model, the attacker will achieve the maximum payoffs if the defenders do not start the attack detection system (ADS). Moreover, it is not advised for the defenders to start the ADS for a long time due to resource consumption. The defender’s payoff will be higher if the transmission lines do not start the ADS. The solution of the payoff matrix in (4.4) will be found in the NE point. The game model has no pure strategy in NE. For pure strategy Nash equilibrium the game players should satisfy the following conditions:

\[
P_{a} - \sum_{t=1}^{T} \sum_{i} C'_{a} > \sum_{t=1}^{T} \sum_{i} C'_{w}
\]

(4.5)
and
\[ \sum_{t=1}^{T} \sum_{i} -U_a < \sum_{t=1}^{T} \sum_{i} C_w^t \]  \hspace{1cm} (4.6)
\[ \sum_{t=1}^{T} \sum_{i} U_i - C_a^t < \sum_{t=1}^{T} \sum_{i} U_i - C_m^t \]  \hspace{1cm} (4.7)
\[ \sum_{t=1}^{T} \sum_{i} U_i > \sum_{t=1}^{T} \sum_{i} U_i - C_m^t \]  \hspace{1cm} (4.8)

According to equation 4.5 and 4.6, attackers does not have any dominant strategies.

For the defender, according to equation 4.7 and 4.8, defenders does not have any dominant strategies as well. Let us define the probability of attacking with \( \sigma_i \), probability of starting the ADS at transmission line \( i \) with \( \delta_i \), probability of not starting the ADS with \( (1 - \delta_i) \) and probability of not attacking with \( (1 - \sigma_i) \). So, the mixed strategy payoffs are equivalent to the pure strategy payoffs according to the weighted average probability. The attacker’s and the defender’s mixed strategy payoffs are given by:

\[ U_A = \sum_{t=1}^{T} \sum_{i} (P_a - C_a^t)(1 - \delta_i)\sigma_i - U_a \delta_i \sigma_i + C_w^t(1 - \sigma_i) \]  \hspace{1cm} (4.9)
\[ U_I = \sum_{t=1}^{T} \sum_{i} C_i^t \delta_i \sigma_i + U_i - C_m^t \delta_i - C_i^t \sigma_i \]  \hspace{1cm} (4.10)

Now mixed strategy Nash equilibrium exists for the game model. To solve the mixed strategy Nash equilibrium extreme value method is used:

\[ \frac{\partial U_A}{\partial \sigma_i} = \sum_{t=1}^{T} \sum_{i} (P_a - C_a^t)(1 - \sigma_i) - U_a \delta_i - C_w^t = 0 \]  \hspace{1cm} (4.11)
\[ \frac{\partial U_I}{\partial \delta_i} = \sum_{t=1}^{T} \sum_{i} C_i^t \sigma_i - C_m^t = 0 \]  \hspace{1cm} (4.12)
**Attack and defense budget**  To limit the attack and the defense actions, the attacker and the defender are assigned a certain budget. Let us consider the budget is a certain percentage of the total generation capacity of the power system. The attacker’s budget and the defender’s budget are defined by $C_B$ and $C_D$ respectively. The attack and the defense constraints are given as follows:

$$
\sum_{t=1}^{T} \sum_{i}(C^t_a + C^t_w) \leq C_B
$$

(4.13)

Where, $C^t_a$, $C^t_w$, and $C_B$ are the cost of attacking, cost of not attacking, and attacker’s total budget respectively. Similarly, for the defender, the defense constraint is given as follows:

$$
\sum_{t=1}^{T} \sum_{i} C^t_m \leq C_D
$$

(4.14)

Here, $C^t_m$ and $C_D$ are the cost of starting the ADS and total defender’s budget respectively.

After satisfying the attack condition and budget constraints, the attacker and the defender will choose the probabilities of attack and defense. The probabilities of attack and defense actions execution are determined by comparing with a random number in each repetition of the game. The decision of attack and defense is determined by the equations below:

$$
\frac{C_B - \sum_{t=1}^{T} \sum_{i}(C^t_a + C^t_w)}{C_B} \leq \text{Rand1}
$$

(4.15)

and,

$$
\frac{C_D - \sum_{t=1}^{T} \sum_{i}(C^t_m)}{C_D} \leq \text{Rand2}
$$

(4.16)

Here, Rand1 and Rand2 are the two different random numbers generated in every repetition to compare with the ratio of budget spent and the original budget of the players.

**Game model analysis: Payoffs**  If there are $\lambda$ transmission lines in the system, then the payoff of the game model is:

$$
U_{\text{game}} = \sum_{t=1}^{T} \sum_{i=1}^{\lambda} \left( C^t_i \delta_i \sigma_i + U_i - C^t_m \delta_i - C^t_i \delta_i - C^t_i \sigma_i \right)
$$

(4.17)
And, the payoff for the AM model is given as:

\[ U_{\text{all}} = \sum_{t=1}^{T} \sum_{i=1}^{\lambda} (U_i - C'_m) \]  

(4.18)

To compare the performance of the game model with that of the AM model, we can define the increased extra payoff by subtracting \( U_{\text{all}} \) from \( U_{\text{game}} \) as represented by equation (4.19).

\[
U = U_{\text{game}} - U_{\text{all}} \\
= \sum_{t=1}^{T} \sum_{i=1}^{\lambda} (C'_i \delta_i \sigma_i + U_i - C'_m \delta_i - C'_i \sigma_i) - \sum_{t=1}^{T} \sum_{i=1}^{\lambda} (U_i - C'_m) \\
= \sum_{t=1}^{T} \sum_{i=1}^{\lambda} [(C'_i \delta_i \sigma_i + U_i - C'_m \delta_i - C'_i \sigma_i) - (U_i - C'_m)] \\
= \sum_{t=1}^{T} \sum_{i=1}^{\lambda} [(C'_i \delta_i \sigma_i) + C'_m (1 - \delta_i) - C'_i \sigma_i] \\
= \sum_{t=1}^{T} \sum_{i=1}^{\lambda} [(1 - \delta_i) (C'_m - C'_i \sigma_i)] 
\]

(4.19)

From equation (4.19) we can conclude that, if \( \delta_i = 1 \), then \( U = 0 \). It means, when all the transmission lines are under the protection, the whole network will obtain no extra payoffs. If the frequency of the attacker is higher than the defender, then it will lead the power system achieving a higher level of protection undoubtedly. If the transmission lines start the ADS frequently, the system will consume many resources for defense. In that case, both the attacker and the defender will get no extra payoffs. So, as a rational defender, an exceptionally strong protection system cannot bring extra payoffs to the power system. In the mean time, as a rational attacker, a higher frequency attack fails to win over long term.

**Depicting game model payoff and AM model payoff**  Here we will compare the outcome of the game model with the AM model. The payoff is representing how much power the defender is saving from being attacked. Or how the defense model is reducing the power consumption from the system’s total generation compared to the AM model. Game
model payoff represents the total savings of the entire power system in terms of generation power. On the other hand the AM model monitors all the transmission lines with ADS. In this regard, if $U_{game} > U_{all}$, then the game model payoff is saving more generation power than the AM model. If $U_{all} > U_{game}$, then the game model is saving less generation power than that with the AM model. If $U_{game} = U_{all}$, then both models are saving same amount of generation power.

**Detection** When the attacker attacks and the defender starts the ADS or vice-versa, it is considered as a correct detection. When the attacker attacks but the defender does not start the ADS, it is considered as a missing detection. Similarly, when the attacker does not attack but the defender starts the ADS it is considered as an error detection. These four conditions of detections can be represented by a $2 \times 2$ matrix below:

<table>
<thead>
<tr>
<th>Attacker attacks</th>
<th>Defender defends</th>
<th>Defender does not defend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct detection</td>
<td>Missing detection</td>
<td></td>
</tr>
<tr>
<td>Error detection</td>
<td>Correct detection</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2. Different detections in the attacker-defender repeated game in smart power grid security

4.2.0.2 Solution of adversarial repeated game using machine learning

**Background of repeated game** Repeated games, refers a situation in which the same stage game (strategic form game or one-shot game) is repeated for some duration. These type of games are also called “supergames”. In other words, a repeated game is a set of multiple one-shot games. It is modeled to evaluate the logic of long-term interactions between the players. The basic idea of this game is that a player will take into account the effect of his/her current behavior on the opponent players’ future behavior. Any history, ex-
cept what is shared between the two players, can be disregarded. In CPPS, the adversaries (the attacker or the defender) do not need to know the full history of the opponent (limited access to the information). So the game can still reach the optimality (Nash equilibrium (NE)) with limited information about the opponent. Also, given the repetition of the one-shot game, the environmental information is updated from the previous repetition. So, no information is missing about the attacker-defender interactions from the previous repetitions. In [153]–[157], Repeated game is used in different areas of study. The repeated game can be expressed as

$$\Pi_T^i = \{C_T^m, C_T^i, C_T^a, P_a, U_a, U_d\} \in \{S_A, S_D\}$$ (4.20)

To solve a repeated game using multiagent reinforcement learning (RL), several algorithms can be used.

Table 4.3. Different RL algorithms used for different environment types in the existing multiagent RL related works.

<table>
<thead>
<tr>
<th>Environment type</th>
<th>Game type</th>
<th>RL algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adversarial</td>
<td>Zero-sum</td>
<td>Minimax-Q [158], [159]</td>
</tr>
<tr>
<td>Adversarial</td>
<td>General-sum</td>
<td>Nash-Q or FFQ [160], [161]</td>
</tr>
<tr>
<td>Collaborative</td>
<td>General-sum</td>
<td>Joint action learner (JAL)[162]</td>
</tr>
<tr>
<td>Adversarial collaborative</td>
<td>General-sum</td>
<td>Joint action learner (JAL)[162]</td>
</tr>
</tbody>
</table>

Table 4.3, is showing different algorithms used for solving different multiagent RL environments. From (4.20), we get the repeated game function $\Pi_T^i$. The game model is adopted from [157]. The payoff matrix of the repeated game can be formulated as:

$$\begin{bmatrix}
\sum_{t=1}^T \sum_i (P_a - C_a^i, U_i - C_i^a) \\
\sum_{t=1}^T \sum_i (-U_a, U_i - C_m^i) \\
\sum_{t=1}^T \sum_i (C_w^i, U_i) \\
\sum_{t=1}^T \sum_i (C_w^i, U_i - C_m^i)
\end{bmatrix}$$ (4.21)
To solve the game from this payoff matrix at (4.21), the attacker’s and the defender’s mixed strategy payoffs can be derived as:

\[
U_A = \sum_{t=1}^{T} \sum_{i} (P_a - C_a^t)(1 - \delta_i)\sigma_i + (-U_a)\delta_i\sigma_i + C_w(1 - \sigma_i)
\]

\[
= \sum_{t=1}^{T} \sum_{i} (P_a - C_a^t)(1 - \delta_i)\sigma_i - U_a\delta_i\sigma_i
\]

and

\[
U_D = \sum_{t=1}^{T} \sum_{i} (U_d - C_i^t)(1 - \delta_i)\sigma_i + U_i(1 - \delta_i)(1 - \sigma_i)
\]

\[
+(U_i - C_m)\delta_i(1 - \sigma_i) = \sum_{t=1}^{T} \sum_{i} C_i^t\delta_i\sigma_i + U_d - C_m\delta_i - C_i^t\sigma_i
\]

Here \(\delta_i\) and \((1 - \delta_i)\) are the probability of defending and not defending, and \(\sigma_i\) and \((1 - \sigma_i)\) are the probability of attacking and not attacking. \(C_w\) is the cost of not attacking which is considered as zero. And, the total loss caused by the attack is defined as,

\[
P_a = \sum_{t=1}^{T} \sum_{i} C_i^T
\]

Figure 4.1. Attacker-defender interaction in a repetition of a repeated game.
Proposed algorithm for the adversarial repeated game  

The interaction between the adversaries in the power system in one repetition is shown in Figure 4.1. The adversaries take their actions from their associated target sets ($S_A$ and $S_D$). Their strength (probability of attacking and defending), cost of actions and allocated budgets’ information is provided to calculate their mixed strategy payoffs. Figure 4.1 also visualizes the agent-environment interactions in the reinforcement learning framework. The attacker and the defender represents the agents, and the power system represents the environment. The mixed strategy payoffs are the feedback from the environment. Based on this feedback, the reward is assigned to the agents. The overall diagram of the gaming process using learning theory is presented in Figure 4.2.

Figure 4.2. Overall block diagram of the reinforcement learning based solution of a repeated game in smart grid security.

Figure 4.2 is showing the process of solving a bi-level problem. In the upper level, the learning is helping to find the favorable outcome. In the lower level, gaming is conducted in between the adversaries. The main idea is to use reinforcement learning to learn the behavior of the adversaries for favorable outcome of the repeated game. The game showed in the lower block is repeated for transiting from one steady state to the next steady state. And at the end of repetition $N$, the game transits to the next run $n = n + 1$. The detailed interactions between the adversaries in one repetition are explained in Figure 4.1. The attacker’s
target set, the defender’s target sets, and the power system environment are updated from one repetition to another repetition. At the end of the repetitions, the history of the actions, payoffs, and rewards etc. from previous runs are updated for learning procedure.

Proposed RL based solution  We formulate the repeated game as a zero-sum game and use Minimax-Q algorithm to solve it. Typical reinforcement learning is used to learn the optimal action strategies for favorable outcomes. The quality of the state for this game is given by

$$ Q(s,a,d) = R + \gamma \sum_{s'} T(s,a,d,s') V_a(s') $$  \hspace{1cm} (4.25)

$\gamma$ ranges from zero to one. The value of $\gamma$ close to zero focuses on short term reward, and the value of $\gamma$ close to one gives more emphasis on long term reward. $T(s,a,d,s')$ is considered equal for all state transitions. The value of the state for the attacker can be calculated by

$$ V_a(s') = \max_{\pi \in \Pi} \min_d \sum_a Q(s',a,d) \pi(a) $$  \hspace{1cm} (4.26)

Similarly, the value of the state for the defender can be given by

$$ V_d(s') = \min_{\pi \in \Pi} \max_a \sum_d Q(s',a,d) \pi(d) $$  \hspace{1cm} (4.27)

Since this is a zero-sum game with weak duality, $V_a(s') = V_d(s')$. The problem in (4.26) can be solved using the similar value iteration algorithm as that in [126], [133],

$$ \max_{\pi} V_a(s') \\
\text{s.t. } \sum_{a \in S_{Na}} Q(s,a,d) \pi \geq V_a(s') \\
\sum_{a \in S_{Na}} \pi(a) = 1 \\
\pi(a) \geq 0, \forall a \in S_{Na} $$  \hspace{1cm} (4.28)

And the optimal policy is found by

$$ \pi'(s) = \arg \max_a Q_{\pi}(s,a,d) $$  \hspace{1cm} (4.29)
The probabilities of the state-action pairs are updated following the formula below:

$$Pr(s,a,d) \leftarrow \frac{C(s,a,d)}{\sum_{a \in A, d \in D} C(s,a,d)}$$  \hspace{1cm} (4.30)

The attacker’s mixed strategy for a given state $s$ will be:

$$\pi_A(s) = [Pr\{a(s) = a_1\}, \ldots, Pr\{a(s) = a_N\}]$$  \hspace{1cm} (4.31)

where

$$\sum_{i=1}^{N} Pr\{a(s) = a_i\} = 1$$  \hspace{1cm} (4.32)

Here, $Pr\{a(s) = a_i\}$ is the probability of choosing attack action $a_i$ in state $s \in S_A$, and $\pi_A(s)$ represents the probability distribution over the attacker’s action space associated with the state $s$. Similarly we can define the probability for the defender as well.

Algorithm 4 gives the steps for a repeated game in a run. The repetition continues till the resource expenditure by the players exceed the allocated budget or till there are any targets available in the target sets. In every repetition the adversaries interact and their associated utilities are calculated. Their actions are recorded and their probabilities are updated in every repetitions.

Algorithm 3 represents the Q-learning algorithm that is used to solve the repeated game. This Q-learning algorithm is learning the behavior of the players from their actions in the top layer of the gaming framework. In the bottom layer, the repeated game itself is being played multiple times. Algorithm 3 is initialized with the players’ target sets as the input. The expected outputs of this algorithm are the optimal action sequences for the players along with their probabilities.

Then according to the exploration probability, actions are taken by the players either randomly or following the policy. The exploration probability is denoted by epsilon, $\epsilon$. The
Algorithm 2: Adversarial repeated game in SG security

**Input**: Test case, attacking probability, defending probability, budgets of the players, costs of attack and defense, attack and defense set

1. Initialize the Q-table, action counter, policies for each state-action pairs with uniform probability distribution;

2. for The given system, and maximum number of run do

   Initialize the players’ resource spent;

   for Maximum number of repetition and till the players’ resource spent ≤ Budget do

   Take actions from the agents’ associated sets based on Minimax-Q algorithm from Algorithm (3);

   Calculate the cost of actions using (4.38);

   Update the resources spent from budget;

   Calculate the utilities using (4.22) and (4.23);

   Update the action sets from (4.34);

   if There are available resources for the attacker and the defender then

   Go to next repetition;

   else

   Exit the repetition loop and go to next run;

   end

end

**Output**: The optimal actions with their associated probabilities;

final value of epsilon, ($\epsilon_f$), is a very small positive number which ensures a very small exploration probability for the players to take very few random actions even at the end of the runs. With the execution of the actions, a transmission line is switched to out of service and another transmission line is defended from being attacked. After execution of the actions, the utilities for the players are calculated and their associated Q-values are updated. The probabilities for the associated state-action pair is also updated. This process is continued for the maximum number of runs.

**Design parameters** Design parameters of this repeated game solution based on reinforcement learning between the adversaries in the electric power grid are explained briefly in this subsection.
Algorithm 3: Minimax-Q for repeated game

**Input**: Attack and defense action sets

```plaintext
for Maximum number of run do
    Initialize the attacker’s and the defender’s state;
    for Maximum number of repetition do
        if Prob = Explore then
            Take random action from the available actions in the sets for both players;
        else
            Take attack action using (4.26);
            Take defense action using (4.27);
        end
        Execute the action using (4.35);
        Update action counter, \( C = C + 1 \) and associated probabilities using (4.30);
        Calculate the utilities;
        Assign the reward based on (4.36);
        Update the Q-value using (4.25);
    end
end
```

**Output**: Output the optimal action policies for the attacker and the defender with their associated probabilities;

**Attack and defense sets** The attack and defense sets are the collection of targets for the attacker and the defender. Since, we use line switching attack (explained in subsection ??), transmission lines are considered as the target elements for attacking and defending. Every repetitions of the game is considered as the states of the game and represented by \( S \), and

\[
S = \{R_1, R_2, \ldots, R_N\}
\]  

(4.33)

where, \( R_N \) is the repetition, and \( N \) is the number of total repetitions. The attackers and the defenders action spaces are represented by \( S_A \) and \( S_D \)

\[
S_A = \{a_1, a_2, \ldots, a_N\} \\
S_D = \{d_1, d_2, \ldots, d_N\}
\]

(4.34)

where, \( a_N \) and \( d_N \) are the attack and the defense actions in the \( N^{th} \) repetition, respectively.
**Reward** After each attack and defense action, reward is assigned by accessing the feedback of the actions from the environment. $R_A(s, a, d)$, represents the attacker’s expected reward associated with the state $s \in S$, and attack and defense actions $a \in S_A$, and $d \in S_D$, respectively. Similarly, $R_D(s, a, d)$ represents the defender’s expected reward. The reward is designed based on the requirement. The states of this game are presented as a combination of the elements of the target sets. Whenever, an attack or defense action is triggered, the index of that transmission line in the target set switches to zero. The line status in a target set can be represented by $s_t(l)$

$$s_t(l) = \begin{cases} 
X, & \text{if line } l \text{ is in-service at time } t \\
0, & \text{if line } l \text{ is out-of-service at time } t 
\end{cases} \quad (4.35)$$

where $X$ represents the transmission line number. In this zero-sum game, the reward is assigned opposite to each other. So, if the attacker’s and the defender’s mixed strategy payoffs are $U_A$ and $U_D$, then the reward is assigned following the conditions below. When the desired outcome of the game is in favor of the attacker:

$$R_A(s, a, d) = \begin{cases} 
+1, & \text{if } U_A > U_D \\
0, & \text{otherwise.} 
\end{cases} \quad (4.36)$$

and

$$R_D(s, a, d) = \begin{cases} 
-1, & \text{if } U_A < U_D \\
0, & \text{otherwise.} 
\end{cases} \quad (4.37)$$

When the game is conducted expecting the outcome in favor of the defender, the reward assignment is just in the opposite way of (4.36) and (4.37).
Allocated budget and the costs  The allocated budget for the attacker and the defender is defined by $B_A$ and $B_D$. The budget is the amount of resource that limits the action space for the players. In this game, we considered limited number of actions according to the allocated budget for the players. For demonstration purpose we consider that the attacker and the defender can not take more than three actions. Cost is the amount of resource that the players consume while executing the actions. For simplicity, we consider the cost of the attack and defense action as a certain percentage of the total loading capacity of the system. In this game, if the cost of attack and defense action is defined by $C_a$ and $C_m$,

$$
C_a = 0.1 \times TLC \\
C_m = 0.1 \times TLC
$$

where $TLC$ represents the total loading capacity of the system. The attacking and defending probability is defined here by $\sigma$ and $\delta$. These probabilities represent the strengths of the attacker and the defender. These strengths are used to calculate the mixed strategy payoffs of the players.

Depicting the attacker’s and the defender’s mixed strategy payoffs, and Nash equilibrium  In Nash equilibrium, we compare the attacker’s mixed strategy payoffs with the defender’s mixed strategy payoffs. These payoffs represents how much power is saved due to the defense actions and how much power is lost due to the attack actions. Due to the rewarding condition $R_D(a,d,s) = -R_A(a,d,s)$, the proposed repeated game is a zero-sum game [163]. To solve a two-player stochastic game in normal form, one popular solution is closed-loop Nash equilibrium. Nash’s theorem guarantees that the Nash equilibrium exists for static games. But for stochastic games, the possible number of strategies are infinite.
For a reinforcement learning-based solution of a repeated game, the existence of the Nash equilibrium can be confirmed through the decision making process over time. In [165], it is showed that optimal defense strategy can be achieved adopting game-theoretic actor critic neural network for optimal defense and worst attack policy. There might be multiple optimal strategies for the repeated games in case of finite time horizon. While the attacker converges to its optimal action policies maximizing its payoffs, the defender converges to its optimal policies minimizing its payoffs. This confirms the existence of Nash equilibrium in the proposed game.

4.3 Simulation studies

4.3.0.1 Strategic analysis of repeated game

The simulation is conducted using MATLAB R2018a on a standard PC with an Intel(R) Core(TM) i7-6700 CPU running at 3.40GHz and 24.0 GB RAM. IEEE 39-bus system is used as the simulation benchmark. This system contains 46 transmission lines. We divided the whole power system in two different sets. Both the attacker’s set and the defender’s set contain 23 transmission lines. Total generation capacity is defined as $TGC$ which is $6150.05 \text{MW}$ for IEEE 39-bus system. To define the costs of attacking, not attacking, and defending, we made the following assumptions:

- $C_a = C_w = C_m = 0.1\%$ of TGC
- Attack order is considered as 2. It means, two transmission lines will be attacked at the same time.

Simulation is conducted for different attack and defense probabilities and different attacker’s and defender’s budgets to observe the impact on the game model and the AM
model. The attack and the defense probabilities ranges from 0 to 1. And, the budget ranges for three different combinations, i.e., $C_B = C_D$, $C_B > C_D$, and $C_B < C_D$. Here $C_B$ and $C_D$ are representing the attacker’s and the defender’s budgets respectively.

4.3.0.2 Simulation setup

All the possible combinations for the players’ budgets and the probabilities of their actions are given in the table below:

<table>
<thead>
<tr>
<th>Number</th>
<th>Budget</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$C_B = C_D$</td>
<td>$\delta_i = \sigma_i$</td>
</tr>
<tr>
<td>2</td>
<td>$C_B = C_D$</td>
<td>$\delta_i &gt; \sigma_i$</td>
</tr>
<tr>
<td>3</td>
<td>$C_B = C_D$</td>
<td>$\delta_i &lt; \sigma_i$</td>
</tr>
<tr>
<td>4</td>
<td>$C_B &gt; C_D$</td>
<td>$\delta_i = \sigma_i$</td>
</tr>
<tr>
<td>5</td>
<td>$C_B &gt; C_D$</td>
<td>$\delta_i &gt; \sigma_i$</td>
</tr>
<tr>
<td>6</td>
<td>$C_B &gt; C_D$</td>
<td>$\delta_i &lt; \sigma_i$</td>
</tr>
<tr>
<td>7</td>
<td>$C_B &lt; C_D$</td>
<td>$\delta_i = \sigma_i$</td>
</tr>
<tr>
<td>8</td>
<td>$C_B &lt; C_D$</td>
<td>$\delta_i &gt; \sigma_i$</td>
</tr>
<tr>
<td>9</td>
<td>$C_B &lt; C_D$</td>
<td>$\delta_i &lt; \sigma_i$</td>
</tr>
</tbody>
</table>

In order to test the characteristics of the attacker and the defender, we divide the whole experiments in two phases. In the first phase, the attacker and the defender select their possible actions space randomly in every repetition of the game. In the second phase, we randomly divide the test power system in two (the attacker’s and the defender’s) action spaces and then conduct the experiments. For both phases, we vary the attacking and the defending probabilities from 0 to 1 and compare the game model payoffs and the AM model payoffs. For random attack and defense set with equal attacker’s and defender’s budgets and equal attacking and defending probabilities, the observed results are given in Table 4.5.
Table 4.5. Observation of the game model payoff and the AM model payoff for equal budget and equal attacking and defending probabilities. The attacker’s and the defender’s budgets for this case studies are $0.1 \times TGC$

<table>
<thead>
<tr>
<th>Case study</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.01</td>
<td>0.1</td>
<td>0.1</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>1.02</td>
<td>0.2</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>1.03</td>
<td>0.3</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>1.04</td>
<td>0.4</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>0.5</td>
<td>0.5</td>
<td>$U_{game} = U_{all}$</td>
</tr>
<tr>
<td>1.06</td>
<td>0.6</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>1.07</td>
<td>0.7</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>1.08</td>
<td>0.8</td>
<td>0.8</td>
<td></td>
</tr>
<tr>
<td>1.09</td>
<td>0.9</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Now, let us take a look at the characteristics of the payoffs and the budget during the repetitions of the game for the case study 1.01 from Table 4.5. Attack flags are measured by equations (4.2) and (4.3). Detection is measured according to the assumptions of Table 4.2.

**Simulation results** The simulation is conducted for all the cases from Table 4.5 and for different attacker’s and defender’s budgets. Figure 4.3(a) from shows the attack flag due to the initiated attacks. The first two attacks were successful in satisfying the conditions of (4.2) and (4.3). Figure 4.3(b) shows the residual generation after the attack and the defense actions. Figure 4.4(a) shows the players’ mixed strategy payoffs for individual repetitions. Figure 4.4(b) gives the players’ winning percentage for the whole game. Figure 4.5(a) and 4.5(b) show the attacker’s and the defender’s expenditure of the resources from the allocated budget. In Figure 4.5(b), from 1st to 15th repetitions, the defender’s budget spent was stable and did not increase because the defender did not perform defense action in
those repetitions. Figure 4.6(a) provides the comparison between the game model payoffs and the AM model payoffs for individual repetitions. Though in the beginning both the models had equal payoffs, at the end the game model has higher payoffs than that of the AM model. Figure 4.6(b) provides the percentages of different detections of the attack detection systems.

![Graph showing attack flag and residual generation](image)

Figure 4.3. (a) Attack flag for the repeated game. (b) Residual generation after attack-defense.

![Graphs showing player's mixed strategy payoff and winning percentage](image)

Figure 4.4. (a) Players’ mixed strategy payoff for individual repetitions and (b) winning percentage from the mixed strategy payoffs. The attacker’s and the defender’s budget is $C_B = C_D = 0.1 \%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = \delta_i = 0.1$. 

Figure 4.5. (a) The attacker’s budget and (b) the defender’s budget spent with each repetitions. The attacker’s and the defender’s budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = \delta_i = 0.1$.

Figure 4.6. (a) Overall payoff of the game model and AM model with each repetitions. (b) percentage of correct, error and missing detections in the game. The attacker’s and the defender’s budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = \delta_i = 0.1$. 
Table 4.6. Observation of game model payoff and AM model payoff for equal budget and different attacking and defending probability

<table>
<thead>
<tr>
<th>Case study</th>
<th>Attacker’s budget, $C_B$</th>
<th>Defender’s budget, $C_D$</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.01</td>
<td>0.1</td>
<td>1</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.02</td>
<td>0.2</td>
<td>0.9</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.03</td>
<td>0.3</td>
<td>0.8</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.04</td>
<td>0.4</td>
<td>0.7</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.05</td>
<td>0.5</td>
<td>0.6</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.06</td>
<td>0.6</td>
<td>0.5</td>
<td>$U_{game} &lt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.07</td>
<td>0.7</td>
<td>0.4</td>
<td>$U_{game} &gt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.08</td>
<td>0.8</td>
<td>0.3</td>
<td>$U_{game} &gt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.09</td>
<td>0.9</td>
<td>0.2</td>
<td>$U_{game} &gt; U_{all}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.10</td>
<td>1</td>
<td>0.1</td>
<td>$U_{game} = U_{all}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Now let us take a look at the characteristics of the payoffs and budget during the repetitions of the game for the case study 2.10 from table 4.6. Attack flags are measured by equation 4.2 and 4.3. Detections are measured according to the assumptions of table 4.2.

Figure 4.7. (a) Attack flag and (b) residual generation after attack-defense. The attackers’ and defenders’ budget $C_B = C_D = 0.1 \%$ of total generation capacity. The attacking and the defending probability was $\sigma_i = 0.1$ & $\delta_i = 1$ respectively.

Figure 4.7(a) represents the attack flag for each time step that satisfies the two conditions for attack. Figure 4.7(a) represents the residual generation with each time step. We
can notice even if the attack flag is zero after the second time step, the generation is reducing. This is because, the players are consuming resources in terms of generation from the system.

![Graph showing players' mixed strategy payoffs and winning percentages.](image)

Figure 4.8. (a) Players’ mixed strategy payoff for individual repetitions and (b) winning percentage from the mixed strategy payoffs. The attackers’ and defenders’ budget was $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability was $\sigma_i = 0.1$ & $\delta_i = 1$ respectively.

Figure 4.8(a) represents the players mixed strategy payoffs in every time step. From this figure we can see defender’s mixed strategy payoffs in some of the time steps are negative. This mixed strategy payoffs are calculated using equation 4.9 and 4.10. The negative mixed strategy payoffs states that, the cost of starting the attack detection system and average generation loss when transmission line is attacked is very high than the defending transmission line’s payoff. Figure 4.8(b) represents the players winning percentage in the mixed strategy payoffs.
Figure 4.9. (a) Attackers’ and (b) defenders’ budget spent with each repetitions. The attackers’ and defenders’ budget was $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability was $\sigma_i = 0.1$ & $\delta_i = 1$ respectively.

Figure 4.9(a) and 4.10(a) represents the attacker’s and the defender’s budget spent for each time step. For both players the budget spent is saturated once they finished absorbing the allocated budget for them.

Figure 4.10. (a) Overall payoff of the game model and AM model with each repetitions and (b) percentage of correct, error and missing detections in the game. The attackers’ and defenders’ budget was $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability was $\sigma_i = 0.1$ & $\delta_i = 1$ respectively.

Figure 4.10(a) represents the overall payoff of the game model and the AM model with each repetition. We can see for given condition (players’ budget and strengths) the AM
model and the game model achieves equal payoffs. This represents that in this condition both model performs equally. Figure 4.10(b) represents the error, correct and missing detections. From the figure, we can see that there is no error detection, but correct and missing detection.

Now let us take a look at the characteristics of the payoffs and budget during the repetitions of the game for the case study 2.05 from table 4.6. Attack flags are measured by equation 4.2 and 4.3. Detection are measured according to the assumptions of table 4.2.

![Figure 4.11](image)

Figure 4.11. (a) Attack flag and (b) residual generation after attack-defense. The attackers’ and defenders’ budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = 0.6$ & $\delta_i = 0.5$.

Figure 4.11(a) represents the attack flag and figure 4.11(b) represents the residual generation with each repetitions. Figure 4.12(a) represents the mixed strategy payoffs for the attacker and the defender. From the mixed strategy payoffs and figure 4.12(b) we can see that, the attacker’s mixed strategy payoff is higher than the defender’s mixed strategy payoffs in each repetitions.
Figure 4.12. (a) Players’ mixed strategy payoff and (b) winning percentage from the mixed strategy payoffs. The attackers’ and defenders’ budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = 0.6$ & $\delta_i = 0.5$.

Figure 4.13. (a) Attackers’ and (b) defenders’ budget spent with each repetitions. The attackers’ and defenders’ budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = 0.6$ & $\delta_i = 0.5$.

Figure 4.13(a) and 4.13(b) represents the attackers and the defender’s budget spent in each repetitions.
Figure 4.14. (a) Overall payoff of the game model and AM model with each repetitions and (b) percentage of correct, error and missing detections in the game. The attackers’ and defenders’ budget is $C_B = C_D = 0.1\%$ of total generation capacity. The attacking and the defending probability is $\sigma_i = 0.6$ & $\delta_i = 0.5$.

Figure 4.14(a) represents the overall payoff comparison between the game model and the all monitoring model. From the figure we can conclude that at the end of the repetitions, the AM model payoff is higher than the game model payoff. It means, the AM model saves higher amount of generation power than the proposed and implemented game model. Figure 4.14(b) represents the detection rates for the correct detections, missing detections, and error detections. Table 4.7 shows the observations for comparing the game model payoffs and AM model payoffs. The attacker’s budget is higher than the defender’s budget. Both attacker’s and defender’s strengths are equal. It is observed that, the game model payoff is higher than the AM model payoff with this game settings, except when both agents’ strengths are 1, game model payoffs and AM model payoffs are equal.
Table 4.7. Observation of game model payoff and AM model payoff for different attacker’s and defender’s budget and equal attacking and defending probability

<table>
<thead>
<tr>
<th>Case study</th>
<th>Attacker’s budget, $C_B$</th>
<th>Defender’s budget, $C_D$</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.01</td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.02</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.03</td>
<td></td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.04</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.05</td>
<td>$0.2 \times TGC$</td>
<td>$0.1 \times TGC$</td>
<td>0.5</td>
<td>0.5</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.06</td>
<td></td>
<td></td>
<td>0.6</td>
<td>0.6</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.07</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.7</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.08</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.8</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.09</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.9</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>3.10</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>$U_{game} = U_{all}$</td>
</tr>
</tbody>
</table>

Table 4.8. Observation of game model payoff and AM model payoff for different attacker’s and defender’s budget and different attacking and defending probability

<table>
<thead>
<tr>
<th>Case study</th>
<th>Attacker’s budget, $C_B$</th>
<th>Defender’s budget, $C_D$</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.01</td>
<td></td>
<td></td>
<td>1</td>
<td>0.1</td>
<td>$U_{game} = U_{all}$</td>
</tr>
<tr>
<td>4.02</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.2</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>4.03</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.3</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>4.04</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.4</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>4.05</td>
<td>$0.2 \times TGC$</td>
<td>$0.1 \times TGC$</td>
<td>0.6</td>
<td>0.5</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>4.06</td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.6</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>4.07</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.7</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>4.08</td>
<td></td>
<td></td>
<td>0.3</td>
<td>0.8</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>4.09</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.9</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>4.10</td>
<td></td>
<td></td>
<td>0.1</td>
<td>1</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
</tbody>
</table>

Table 4.8 represents the observations when the attacker’s budget is higher than the defender’s budget and, their strengths are varied for different case studies to observe the game model payoffs and AM model payoffs.
Table 4.9. Observation of game model payoff and AM model payoff for different attacker’s and defender’s budget and equal attacking and defending probability

<table>
<thead>
<tr>
<th>Case study</th>
<th>Attacker’s budget, $C_B$</th>
<th>Defender’s budget, $C_D$</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.01</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.02</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.9</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.03</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.8</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.04</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.7</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.05</td>
<td>$0.1 \times TGC$</td>
<td>$0.2 \times TGC$</td>
<td>0.6</td>
<td>0.6</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.06</td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.5</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.07</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.4</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.08</td>
<td></td>
<td></td>
<td>0.3</td>
<td>0.3</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.09</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>5.10</td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td>$U_{game} = U_{all}$</td>
</tr>
</tbody>
</table>

Table 4.9 shows the observations where defender’s budget is higher than the attacker’s budget and their strengths are equal.

Table 4.10. Observation of game model payoff and AM model payoff for different attacker’s and defender’s budget and different attacking and defending probability

<table>
<thead>
<tr>
<th>Case study</th>
<th>Attacker’s budget, $C_B$</th>
<th>Defender’s budget, $C_D$</th>
<th>Defending probability, $\delta_i$</th>
<th>Attacking probability, $\sigma_i$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.01</td>
<td></td>
<td></td>
<td>1</td>
<td>0.1</td>
<td>$U_{game} = U_{all}$</td>
</tr>
<tr>
<td>6.02</td>
<td></td>
<td></td>
<td>0.9</td>
<td>0.2</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>6.03</td>
<td></td>
<td></td>
<td>0.8</td>
<td>0.3</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>6.04</td>
<td></td>
<td></td>
<td>0.7</td>
<td>0.4</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>6.05</td>
<td>$0.1 \times TGC$</td>
<td>$0.2 \times TGC$</td>
<td>0.6</td>
<td>0.5</td>
<td>$U_{game} &gt; U_{all}$</td>
</tr>
<tr>
<td>6.06</td>
<td></td>
<td></td>
<td>0.5</td>
<td>0.6</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>6.07</td>
<td></td>
<td></td>
<td>0.4</td>
<td>0.7</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>6.08</td>
<td></td>
<td></td>
<td>0.3</td>
<td>0.8</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>6.09</td>
<td></td>
<td></td>
<td>0.2</td>
<td>0.9</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
<tr>
<td>6.10</td>
<td></td>
<td></td>
<td>0.1</td>
<td>1</td>
<td>$U_{game} &lt; U_{all}$</td>
</tr>
</tbody>
</table>

Table 4.10 shows the observations where the defender’s budget is higher than the attacker’s budget and their strengths are varied to observe the comparison between the game model payoffs and the AM model payoffs.
**Observations** For both random and fixed attack and defense set the following observations are found:

- For $\delta_i = 1$, $U_{\text{game}} = U_{\text{all}}$, $U_{\text{extra}} = 0$. Which means, the game model and the AM model save the same amount of generation power.

- For $\delta_i > \sigma_i$, $U_{\text{game}} > U_{\text{all}}$, $U_{\text{extra}} > 0$. Which means, the game model saves higher amount of generation power than the AM model.

- For $\delta_i < \sigma_i$, $U_{\text{game}} < U_{\text{all}}$, $U_{\text{extra}} < 0$. Which means, the game model saves less amount of generation power than the AM model.

- For $\delta_i = \sigma_i$, $U_{\text{game}} > U_{\text{all}}$, $U_{\text{extra}} > 0$. Which means, the game model saves higher amount of generation power than the AM model.

Now, we will compare the overall payoff for three different strategies for the game model payoff and the AM model payoff.

![Figure 4.15. Comparison of the game model payoff and the AM model payoff for three different attack and defense strategies.](image)
From Figure 4.15, we can see that, the game model payoff and the AM model payoffs change with the attack and defense probabilities. These relations between the game model and the AM model payoffs also validate the observations found in this subsection. For some of the strategies, the game theory model gives higher payoff than that of AM model payoff. The game model payoff is favorable to the defender for those strategies. Here the attacker’s and the defender’s budgets are equal. The attack and the defense probabilities are given in the X-axis of the figure.

4.3.0.3 Q-learning based solution for a repeated game

The simulation is conducted using MATLAB R2018a on a standard PC with an Intel(R) i7-6700 CPU running at 3.40GHz and 24.0 GB RAM. There are mainly three loops in the simulation: rounds, runs, and repetitions. The repetitions loop ends when the allocated budget is fully consumed by the players. The runs loop is the main loop where the players (the attackers and the defenders) and the environment (power system) interacts to converge to the optimal policies. As the number of runs increases, the players tend to learn the optimal policy. At the end of the runs loop, the players reach to the Nash Equilibrium point. The runs loop is repeated in several rounds in the rounds loop to get different optimal policies. The number of repetitions also represent the number of actions that the attacker and the defender takes. The number of runs represents the number of trials required in the learning process.
Figure 4.16. Simulation loops are explained in this figure. The simulation contains repetitions, runs, and round loops.

A Q-table is required in the learning process using Q-learning algorithm. Q-table is defined with the attacker’s and the defender’s state-action pairs, action counters, probabilities, and Q-values. The discount factor, $\gamma$ is applicable for both of the players learning procedure. So, both of the players decide the value of $\gamma$. The attacker and the defender are allowed to take only one action in a repetition.

The outcome of this repeated game, solved by reinforcement learning, is analyzed mainly from two different perspectives. First, we analyze the outcome from the game theoretic viewpoint where, the attacker’s and the defender’s utility is compared. Next, we analyze the post-attack effects in the simulated power system. In this section, we analyze the outcome of the game from game theoretic viewpoint. We conduct different case studies under different conditions to find out the favorable outcome for the attacker and the defender. Figure 4.17, is showing the case studies and the conditions associated with the repeated game solution using reinforcement learning. Branches in the left side under the case studies are the conditions, where the outcome of the game is in favor of the attacker
\((U_A > U_D)\). Branches in the right side are the conditions, where the outcome of the game is in favor of the defender \((U_A < U_D)\). \(\delta_i\) and \(\sigma_i\) represent the probability (strength) of defending and attacking, respectively. For different attacking and defending strengths, the game simulation is conducted.

Figure 4.17. Case studies for the solution of the repeated game using reinforcement learning on IEEE 39 bus system.

Figure 4.17 is showing different case studies that are conducted under different conditions to solve the repeated game using reinforcement learning between the adversaries of the electric power grid. Sub-cases are the different strengths of the attacker and the defender. Table 4.11, shows some general settings regarding the game that are commonly used in different case studies. There are 10 independent rounds conducted for the game simulation, and each round consists 5000 runs. The initial exploration probability is set to 0.8. It gradually drops to a very small, and positive final value, \(\varepsilon_f\) until the end. A very small and positive value of \(\varepsilon_f\) ensures the convergence to the optimal policy and still avoid
local minimum point.

Table 4.11. Value of the parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total branches</td>
<td>46</td>
<td>$\varepsilon$</td>
<td>0.8</td>
</tr>
<tr>
<td>$B_A$</td>
<td>5 actions</td>
<td>$\gamma$</td>
<td>0.9</td>
</tr>
<tr>
<td>$B_D$</td>
<td>5 actions</td>
<td>$F$</td>
<td>5000</td>
</tr>
<tr>
<td>$N(S_A)$</td>
<td>10</td>
<td>Avg</td>
<td>10</td>
</tr>
<tr>
<td>$N(S_D)$</td>
<td>10</td>
<td>TLC</td>
<td>6150 MW</td>
</tr>
<tr>
<td>$C_a$</td>
<td>$0.01 \times TLC$</td>
<td>$C_m$</td>
<td>$0.01 \times TLC$</td>
</tr>
</tbody>
</table>

Table 4.12 is showing the attacker’s and the defender’s action sets. These action sets are containing 10 different transmission lines which are selected randomly. Targets are selected from these target sets according to the budget.

Table 4.12. The attacker’s and the defender’s target sets containing the transmission lines from IEEE 39 branch system. Each of the target sets have 10 transmission lines.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Line index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attacker’s set, $S_A$</td>
<td>[18 20 5 13 6 33 3 26 43 37]</td>
</tr>
<tr>
<td>Defender’s set, $S_D$</td>
<td>[19 21 40 46 36 1 32 10 45 29]</td>
</tr>
</tbody>
</table>

Next we analyze the different outcomes of this game in different conditions for the attacker’s and the defender’s favorable outcome.

**Case I ($U_A > U_I$):** In this subsection we conduct the game to find the outcome in favor of the attacker. Three different conditions are applied for different attacker’s and defender’s strengths.

$\delta_i < \sigma_i$: In this condition, the game is solved in favor of the attacker, and the attacker has higher probability of attacking (higher strength) than the defender. Table 4.13 is showing the optimal actions for the attacker and the defender with their associated probabilities,
and Q-values. The first actions (at time step 1), for the attacker and the defender are attacking transmission line 43 and defending transmission line 36. These actions have the highest probability (0.92) of selection among the other available actions.

Table 4.13. Attack and defense actions with their associated probabilities, and Q-value

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack line index</th>
<th>Defense line index</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>43</td>
<td>36</td>
<td>0.92</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>21</td>
<td>0.94</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>40</td>
<td>0.95</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>10</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>1</td>
<td>0.98</td>
<td>1</td>
</tr>
</tbody>
</table>

The updating of the probabilities of the optimal actions throughout the 5000 runs are shown in the Figure 4.18. The oscillations inside the dotted green box shows the probability update during the random actions selection.

Figure 4.18. Probability update for the optimal actions throughout the 5000 runs.

Figure 4.19, is showing the action selection probabilities of all the possible actions for
selecting the second actions. The right most probability is showing the probability for selecting action 26 and 21 for the attacker and the defender.

Figure 4.19. Probability of all the possible actions for selecting the second actions.

Table 4.14. Probabilities of all the possible actions for selecting the second actions

<table>
<thead>
<tr>
<th>Attack line index</th>
<th>Defense line index</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td>21</td>
<td>0.941</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>0.001</td>
</tr>
<tr>
<td>26</td>
<td>10</td>
<td>0.001</td>
</tr>
<tr>
<td>6</td>
<td>46</td>
<td>0.001</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>0.001</td>
</tr>
<tr>
<td>20</td>
<td>45</td>
<td>0.001</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.000</td>
</tr>
<tr>
<td>20</td>
<td>46</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Table 4.14 shows the probabilities of all the possible actions for second action selection. These probabilities help the players to select their actions. Actions 26 and 21 have
the highest probability of 0.94. In any case, if the actions with highest probability are inaccessible or not available, the actions with second highest probability will be selected by the players. In this case, actions 20 and 46 will be selected as the action by the attacker and the defender, respectively.

$\delta_i > \sigma_i$: In this condition, the defender has the higher strength than the attacker. Having higher strength of the attacker, there are some combinations and sequence of outcome where the attacker will be favored. Here, we are going to find out the attacker’s favorable outcome despite of the defender’s higher strength.

Table 4.15. Optimal action sequences for the attacker and the defender with their probability, and Q-values.

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>1</td>
<td>0.92</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>40</td>
<td>0.92</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>19</td>
<td>0.97</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>36</td>
<td>0.98</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>37</td>
<td>10</td>
<td>0.98</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.15 is showing the optimal action sequences in favor of the attacker while the defender has the higher strength than the attacker. Table 4.16 is showing the probabilities of all the possible actions while selecting the second action 5 and 40 for the attacker and the defender.
Table 4.16. Probabilities of all the possible actions for selecting the second actions

<table>
<thead>
<tr>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>45</td>
<td>0.0323</td>
</tr>
<tr>
<td>43</td>
<td>19</td>
<td>0.0011</td>
</tr>
<tr>
<td>20</td>
<td>32</td>
<td>0.0015</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>0.0002</td>
</tr>
<tr>
<td>43</td>
<td>46</td>
<td>0.0009</td>
</tr>
<tr>
<td>18</td>
<td>40</td>
<td>0.0020</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>0.9153</td>
</tr>
<tr>
<td>33</td>
<td>32</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

From Table 4.16, we can see that, Attack action 5 and defense action 40 has the highest probability among the available actions for selecting the second actions. So these actions are selected as the second action after attacking transmission line 6 and defending transmission line 1. But in any circumstances, if 5 and 40 is not available or inaccessible, the attacker and the defender are going to take the actions with the next highest probability. The actions with the next highest probability are 18 and 45. This way, if inaccessible, actions with next highest probability will be selected.

\[ \delta_i = \sigma_i \]: This conditions provide the attacker and the defender with equal strength. Which means, the attacker and the defender has the equal probability of attacking and defending (0.5). Having, equal strength, the attacker has some optimal actions for which the outcome will be favorable for the attacker.
Table 4.17. Optimal action sequences for the attacker and the defender with their probability, and Q-values. These outcomes are in favor of the attacker, and the attacker and the defender have equal strength (probability).

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>40</td>
<td>0.9178</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>21</td>
<td>0.9481</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>46</td>
<td>0.9618</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>1</td>
<td>0.9680</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>19</td>
<td>0.9780</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.17, provides the attack and defense actions with their probabilities and Q-values. The Q-values in this table show how the rewards are discounted for finding the optimal actions.

Table 4.18. Probabilities of all the possible actions for selecting the second actions in favor of the attacker. The attacker and the defender both have the equal probability or strength.

<table>
<thead>
<tr>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>21</td>
<td>0.94810</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.00044</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.00110</td>
</tr>
<tr>
<td>37</td>
<td>19</td>
<td>0.00065</td>
</tr>
<tr>
<td>43</td>
<td>19</td>
<td>0.00240</td>
</tr>
<tr>
<td>13</td>
<td>21</td>
<td>0.00110</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>13</td>
<td>45</td>
<td>0.00022</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.00022</td>
</tr>
</tbody>
</table>

Table 4.18, provides the possible actions for the attacker and the defender while choosing the second action. After attacking transmission line 33 and defending 40, according to the highest probability, transmission line 18 and 21 will be selected for the purpose of attacking and defending, respectively. In case of inaccessibility of these transmission lines, transmission lines 43 and 19 will be selected, as they have the second highest probability.
Case II (\(U_A < U_D\)): Similar to Case I, we conduct the game with different attacker’s and defender’s strengths. But in this case, we define the conditions in a way that all the outcomes or policies goes in favor of the defender. After conducting the game for aforementioned scenarios, we found different attack and defense action policies with their associated probabilities.

\(\delta_i < \sigma_i\): For the first condition in this case study, we will get the optimal actions in favor of the defender. The attacker has higher strength than the defender.

Table 4.19. Optimal action sequences for the attacker and the defender with their probability, and Q-values. These outcomes are in favor of the defender, and the attacker have higher strength (probability of 0.8) then the defender (probability of 0.2).

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>40</td>
<td>0.73</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>21</td>
<td>0.99</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>33</td>
<td>32</td>
<td>0.99</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>19</td>
<td>0.99</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>29</td>
<td>0.99</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.19, provides the optimal action sequence in favor of the defender (\(U_D > U_A\)). The probabilities in the fourth column provides the probability of associated actions selection. And the last column provides the Q-value that are discounted rewards in the process of learning the optimal actions.
Table 4.20. Probabilities of all the possible actions for selecting the second actions in favor of the defender. The attacker has higher strength (probability of 0.8) than the defender (probability of 0.2).

<table>
<thead>
<tr>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>21</td>
<td>0.99128</td>
</tr>
<tr>
<td>13</td>
<td>10</td>
<td>0.00055</td>
</tr>
<tr>
<td>13</td>
<td>45</td>
<td>0.00027</td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>0.00027</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>0.00055</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>0.00055</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>0.00055</td>
</tr>
<tr>
<td>37</td>
<td>46</td>
<td>0.00027</td>
</tr>
</tbody>
</table>

Table 4.20, gives the probability of all the available actions for selecting the second actions (At time step 2, attack action on transmission line 43 and the defense action on transmission line 21 have the highest probability (0.99). If these lines are not available, lines with next highest probabilities are selected. If there are multiple actions with same probability, then the actions are taken randomly among them.

δ_1 > σ_1: In this subsection we find the optimal action sequences in favor of the defender. Here, the defender has higher strength than the attacker. Table 4.21, shows the optimal actions in favor of the defender where the defender has the higher strength (probability of 0.8) then the attacker (probability of 0.2). The first column is providing the time steps of the attack and the defense actions. The second and third column is providing the actions for the attacker and the defender (associated with that time step). The fourth column is providing the probabilities of these actions to be selected among all the possible actions. The fifth column is showing the Q-values associated with those actions.
Table 4.21. Optimal action sequences for the players with their probabilities, and Q-values. These outcomes are in favor of the defender, and the attacker have higher strength (probability of 0.8) than the defender (probability of 0.2).

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack line index</th>
<th>Defense line index</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>40</td>
<td>0.92</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>43</td>
<td>46</td>
<td>0.95</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>37</td>
<td>10</td>
<td>0.94</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>33</td>
<td>29</td>
<td>0.97</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>21</td>
<td>0.98</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.22. Probabilities of all the possible actions for selecting the second actions in favor of the defender. The defender has higher strength (probability of 0.8) than the attacker (probability of 0.2).

<table>
<thead>
<tr>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>43</td>
<td>46</td>
<td>0.9521</td>
</tr>
<tr>
<td>26</td>
<td>36</td>
<td>0.0009</td>
</tr>
<tr>
<td>3</td>
<td>29</td>
<td>0.0009</td>
</tr>
<tr>
<td>26</td>
<td>21</td>
<td>0.0009</td>
</tr>
<tr>
<td>43</td>
<td>29</td>
<td>0.0007</td>
</tr>
<tr>
<td>33</td>
<td>29</td>
<td>0.0009</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>18</td>
<td>32</td>
<td>0.0011</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

Table 4.22, is providing all the possible actions for selecting the second actions when $U_D > U_A$ and $\delta_i > \sigma_i$. Clearly, from the Table 4.22, Attack action 43 and defense action 46 have the highest probability to be selected. Like the other cases and conditions, if they are not accessible, transmission line 3 and 21 will be selected as the attack and the defense actions, respectively, as they have the second highest probability.

$\delta_i = \sigma_i$: Now in this condition, both the attacker and the defender has equal strength. The outcome of the game will be in favor of the defender.
Table 4.23. Optimal action sequences for the attacker and the defender with their probability, and Q-values. These outcomes are in favor of the defender, and the attacker and the defender have equal strength (probability of 0.5).

<table>
<thead>
<tr>
<th>Time step</th>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
<th>Q-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33</td>
<td>40</td>
<td>0.9178</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>21</td>
<td>0.9481</td>
<td>0.73</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>46</td>
<td>0.9618</td>
<td>0.81</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>1</td>
<td>0.9680</td>
<td>0.90</td>
</tr>
<tr>
<td>5</td>
<td>43</td>
<td>19</td>
<td>0.9780</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4.23, is providing the optimal actions in favor of the defender, when both of the players have equal strength. This table has also the same format of providing the results like we did in Table 4.21, 4.19, etc.

Table 4.24. Probabilities of all the possible actions for selecting the second actions in favor of the defender. Both the players have equal strength (probability of 0.5).

<table>
<thead>
<tr>
<th>Attack action</th>
<th>Defense action</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>36</td>
<td>0.94520</td>
</tr>
<tr>
<td>13</td>
<td>19</td>
<td>0.00220</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0.00150</td>
</tr>
<tr>
<td>18</td>
<td>21</td>
<td>0.00130</td>
</tr>
<tr>
<td>3</td>
<td>46</td>
<td>0.00065</td>
</tr>
<tr>
<td>37</td>
<td>46</td>
<td>0.00087</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>20</td>
<td>46</td>
<td>0.00022</td>
</tr>
<tr>
<td>33</td>
<td>10</td>
<td>0.00022</td>
</tr>
</tbody>
</table>

After selecting transmission line 33 and 40 as the first attack and defense actions, similar to the other cases and conditions, actions with highest probability (transmission line 3 and 36 has the highest probability of 0.94520) will be selected. In case of unavailability or inaccessibility actions will be selected according to their probability order.
4.3.0.4 Analysis of impact on the power system

Apart from the game theoretical analysis, in this section we analyze the impacts of these attacks in the power system (e.g., IEEE 39 bus system). The impacts are analyzed for the first case and first condition, where $U_A > U_I$ and $\delta_i < \sigma_i$. The attack in the power system can be illustrated in a time-scale in Figure 4.20.

Figure 4.20. The simulation is conducted for five seconds. Starting from $t = 0$, the first attack on line 43 is triggered at 1 seconds. Next, line 26, 20, 5, and 13 is triggered at 1.5, 2, 2.5, and 3 seconds.

For simulation purpose, we assume that the attacks are conducted with a time gap of 0.5 seconds. The simulation starts with normal operating condition, where no transmission line is attacked at $t = 0$ second. After initiating all the transmission line switching attacks, the simulation ends at $t = 5$ seconds. To assess the disturbances in the system caused by the attacks, we consider the voltage violation of the system elements. There are some defined limits for the voltage violation used in the existing research works [140]–[143], [166]. In our case, we consider the limit of voltage violation is from 0.9 to 1.1 voltage per unit. The per unit voltages at the violated generator 2 and 3 are shown in Figure 4.21(a).
Figure 4.21. Per unit voltages (magnitudes) at the (a) violated generators (generators 2 and 3) during the attack, and (b) vulnerable generators during the attack.

From Figure 4.21(a), we can see that these generator voltages drop below the lower limit (0.9). So these generators violate the voltage (p.u.) limits. Figure 4.21(b), shows the generator voltages (p.u.) of generator at bus 37 and bus 38. These bus voltages are close to the upper limit of the generator voltages (1.1 p.u.). So these generators are vulnerable to violation, because any minor changes in the load or other minor disturbances could shoot these generator voltages above the higher limit.

Figure 4.22. (a) Some violated bus voltages (p.u.) and (b) generation and load loss for the whole system during the attack.

Figure 4.22(a), is showing the voltages (p.u.) of bus 4, 5, 7, 15, and 32. We can see
that, these voltages drop below the minimum limit after the attack at 2.5 seconds. Figure 4.22(b), shows the generation loss and load loss during the attack.

Figure 4.23. (a) Power flow (MW) at the target transmission lines and (b) current flow at the target transmission lines.

Figure 4.23(a), shows the power flow (MW) through the target transmission lines. The line flows drop to zero when they are attacked. Figure 4.23(b), shows the current flow (Amp) through the target transmission lines. The current flow drops to zero when they are attacked.

4.4 Summary

In this chapter, we propose a game-theory based attack-defense repeated game model to analyze the behavior of the attacker and the defender for different probabilities in the smart power grid. Simulation results and the observations give the optimal strategies that the defender should apply in the real-life defensive scheme of power system security. The mixed strategy attack-defense probabilities also provide clear insight about the strategies, while the game theory model gives better performances than the AM model. The budget constraints provide realistic limitations to the attacker’s and the defender’s action selection.
Moreover, the error and missing detection indicate the performance of the attack detection system in the power grid.

Later in this chapter we propose a novel and effective solution for this game. The solution is proposed based on reinforcement learning algorithm. The learned attacker’s and defender’s optimal strategies give significant information about the critical transmission lines of a CPPS. Case I finds the optimal action sequences for both the players in favor of the attacker for different players’ strength. Case II provides the optimal action sequences for both the players in favor of the defender for different strengths. These case studies also provide alternative action choices with their probabilities for other possible actions. Section 4.3.0.4 shows the illustration of the attack impacts on the simulated physical system. Generators, and buses that suffer from voltage violation from the attack, are identified. From these case studies, we can suggest the optimal action choices to resolve the game in the attacker’s favor or in the defender’s favor regardless of their strengths. So, these action sets will help the authorities defend the transmission lines more effectively and efficiently. Moreover, the defense actions are executed against the individual attack actions, which reduces resource consumption of the defensive action schemes.
CHAPTER 5 Deep learning for adversary game

NOMENCLATURE

\( Q \)  
Quality of state \( s \), associated with action \( a \) and \( d \).

\( s \)  
State of the power system environment.

\( a \)  
Action associated with state \( s \) taken by the attacker.

\( \alpha \)  
Learning rate of the Q-learning framework.

\( r \)  
Reward associated with state \( s \) and action \( a \) and \( d \).

\( \gamma \)  
Discount factor.

\( D \)  
Replay memory of the deep learning framework.

\( N \)  
Size of the replay memory in the deep learning framework.

\( R \)  
Reward assigned for action \( a \) and \( d \).

\( t \)  
Time step for action execution.

\( \theta \)  
Weights of the neural network.

\( n \)  
Size of the input to the deep network.

\( l \)  
Line index of agent 1’s target set.

\( m \)  
Line index of agent 2’s target set.

\( S_1 \)  
Agent 1’s target set.

\( S_2 \)  
Agent 2’s target set.

\( X \)  
Elements from the agent’s target sets such that \( X = \{l, m, \ldots \} \).

\( g \)  
Activation function of the deep Q-network.

\( \Delta w \)  
Changes in the weight

\( \eta \)  
Learning rate of the neural network.

\( E \)  
Squared error in the deep Q-network.

\( \epsilon \)  
Exploration rate.

\( Y' \)  
The next state of parameter \( Y \).

\( \mathbb{R} \)  
Set of real numbers.

\( x \)  
Input of the activation function for deep Q-network.
5.1 Chapter overview

Data dimensionality has always been challenging to solve different types of modern infrastructural problems. In real life, the power systems are comprised of several hundreds of thousands buses and branches (transmission lines). Identifying vulnerable elements from these large scale power systems is very time consuming and computationally expensive. Deep learning techniques can address this issue and help the power system planner to identify vulnerable components from large scale power systems. Deep learning technique is also capable of providing faster convergence than the traditional machine learning techniques.

The necessity of using learning techniques in the adversarial game in power system is already discussed in the previous chapters. Deep learning techniques can increase the efficiency and speed of the learning. In our previous work [105], we implemented a multistage sequential game using a reinforcement learning algorithm (Q-learning) to find the optimal action strategies given certain attack objectives. Deep reinforcement learning is being used in different complex game theory environments to reduce the computational complexities. In [167], the authors introduced a deep cognitive hierarchies incorporating joint-policy correlation for multi agent systems. In [168], the authors modeled basic deep learning tasks as strategic games. They proposed Bregman based algorithm for interactive deep generative adversarial networks. The authors in [169], proposed a secure mobile crowd-sensing game utilizing deep reinforcement learning techniques. In [170], the authors adopted deep reinforcement learning for green security game with online information. The authors in [171] used deep reinforcement learning techniques to play chase game. In [172], the authors
discussed about the management game architecture for deep reinforcement learning. Apart from these, deep learning techniques has been used to solve different game theory problems such as atari, alpha go, etc. [173]–[180]. Except these game theory problems, deep learning based intelligent mechanism has been developed for real time detection of false data injection attacks in smart grid [181]. In [182], the authors used deep learning based game theoretical energy management for energy internet with big data-based renewable power forecasting. The authors in [183], used deep reinforcement learning technique for security and safety in autonomous vehicle systems. In [184], the authors used deep transfer Q-learning with virtual leader-follower for supply demand stackleberg game of smart grid. In the existing literature, deep learning based game theoretic problem has been rarely solved for power system adversarial network. In terms of vulnerability identification, deep learning technique can be used along with the game theory to find the critical components of a power system, optimal strategies for multiagent systems.

Motivated by the limitations of the aforementioned literature, we have the following contributions:

- To minimize the security threats and reduce the damages from the security threats, we design a adversarial multistage gaming framework with a co-simulation platform leveraging the state-of-the-art machine learning technique. The co-simulation platform utilizes the interoperability feature of the grid to accomplish learning and gaming tasks and provides with optimal action strategies.

- The newly designed adversarial gaming framework is employed in a multiagent systems and capable of solving the curse of dimensionality problem for large scale criti-
ical infrastructures like power systems. We conducted a comparative study between the deep learning based adversarial gaming and Q-learning based multistage gaming. The proposed deep learning based gaming approach improves the speed of learning/training convergence. We compared the speed of convergence of learning of deep learning based adversary game and Q-learning based multistage game and showed that, agent in deep learning based adversary game converges faster under similar environment settings.

The rest of this chapter is organized as follows. Subsection 5.2 provides the explanation of the overall block diagram and flowchart, brief discussion about the developed co-simulation framework, theoretical introduction of Deep-Q-learning and design parameters. Subsection 5.4 provides the simulation setup and different case studies along with the discussion. Subsection 5.5 concludes the chapter with summarizing the outcomes of this chapter and the future opportunities along this direction.

5.2 Proposed Framework

In this section, we present the overall block diagram and the designed co-simulation framework in detail.
5.2.1 Overall block diagram

Figure 5.1 represents the overall block diagram of the gaming process involving learning technique and gaming between the agents in power system. Here the agents are the attackers and the defenders. During the learning, previously learned state action histories are transferred to the next learning stages. During the gaming process, the attacker and the defender keep executing actions till their objectives are reached or their allocated budget is totally consumed. At the end, optimal strategies for both players are stored and displayed.

We already know from [185], in reinforcement learning, the power system is considered as the environment and the attacker and the defender acts as the agents. Based on the agents’ actions in the environment, reward is assigned. So, the main gaming and learning process start by initializing the system to it’s steady state by conducting pre-contingency power flow. The adversaries will select their actions from their associated target sets and execute those actions in the power system (environment). Here executing the action represents disconnecting the transmission lines from the system. After executing the actions based on the threat and attack model [95], the learning system will evaluate the actions and
assign rewards. Then the agents will check if the termination condition is satisfied. The termination condition may include the total consumption of the available resource of the agents, or fulfillment of the agents’ objectives. If the termination condition is not satisfied, the agents will proceed to the next gaming stage. In the next gaming stage, the agents will again execute actions and evaluate the executed actions’ outcome. If satisfied, the agent will check if the learning is complete or not. If the learning is not complete, the agents will reinitialize the system and continue gaming again. If the learning is complete, the agents will quit learning and gaming and, store and display the learned strategies. This process will be repeated multiple times to achieve multiple optimal strategies.

5.2.2 Co-simulation framework

In order to implement this game and learning, we introduce a co-simulation framework incorporating MATLAB and PYTHON. The learning framework is built on PYTHON and the power system environment is working on MATLAB.

Figure 5.2. Co-simulation framework for learning and gaming in adversarial game in power system. The agent is learning with the help of deep learning technique executing actions in the power systems.

Figure 5.2, represents an abstract visualization of the co-simulation framework for learning and gaming. The learning framework sends the action index/indices to the power system in MATLAB and the power system evaluates the execution of that action and sends
necessary information to the learning framework in PYTHON. Thus, these two platforms keep communicating each other until gaming and learning is completed. We use Deep Q-network to develop this learning framework. Deep Q-learning is a subset of deep reinforcement learning. In [185], we used Q-learning algorithm to implement the gaming environment and provide solution as the optimal strategies to the players. In Deep Q-learning, instead of building a Q-table (tabular method) a neural network is implemented which takes a state and approximates the Q-values for each action based on that state.

5.3 Implementation and Parameter Designs

5.3.1 Deep Q-learning

A deep Q-network takes a stack of elements (targets) as input. These targets pass through the network, and output a vector of Q-values for each action possible in the given state. We have to identify the largest Q-value of this vector which will lead us to our best action possible. In the beginning, the agent takes random actions to explore and performs very poor reaching the objective. Over time, it starts to map states with best actions to do.

Reinforcement learning agent evaluates its learning performance by the outcomes it generates. The outcome is goal oriented, and its target is to learn sequences of actions that will help the agent to acquire it’s objective or maximize it’s objective function. Q-value maps any state-action pair to their reward.

Experience replay [186] was developed in order to speed up the convergence of RL as well as to train the learning agents in more complex environments.
Figure 5.3 represents the working mechanism of an experience replay in a deep-Q-network. The input might be a sequence of experiences which can be highly correlated. So, if the neural network is trained in sequential order, there is a risk for the agent to be influenced by the effect of this correlation. This problem can be solved by sampling random experiences from replay buffer. So we design the deep Q-network with deep neural network and experience replay in order to break the correlations between the input samples. This reduces the probability of the action values from diverging or oscillating severely. An experience is defined as a tuple of \((s, a, s', r)\) which means that the current state \(s\) if an action \(a\) is executed then the agent moves towards state \(s'\) and gains the reward \(r\) from the
environment. In experience replay, the learning agent takes the past experiences from the replay memory. As a result, the convergence gets faster due to knowledge gained from the good or the bad experiences. During the training process, a batch of training samples is taken from the replay memory and the experiences from that particular batch are used to train the agent. The batch might have useful or random experiences which is chosen based on the learning strategy of the agent. However, the agent should follow the policy that was used to create the experiences. Any change in the learning or training policy of the agent will make the choice of experiences go harmful in successive trials. ER can dramatically reduce the time to learn but increases the computation and memory to store experiences which are generally cheaper than the agent’s interaction with the environment (bootstraping). ER is not a learning algorithm but is combined with other techniques to form the system. In this research, experience replay is used with deep Q-learning.

While implementing the deep-neural-network, the use of experience replay helps to avoid forgetting previous experiences and reduce the correlations between experiences [187]. One of the critical issues is the variability of the weights, as there is high correlations between the actions and states. The main problem is that we provide sequential samples from interactions with the power system environment to our neural network. Every time step, it forgets the previous experiences as it is replaced or overwritten by the new experiences. In this case, making use of the previous experiences multiple times will be more efficient for the learning agent. To solve this issue we use a replay buffer which stores experience tuples during the interactions with the environment. Then, we sample a batch of experience tuples to feed to our neural network for updating. Another problem regarding sampling experiences is that, every action affects the next state.
Algorithm 4: Deep-Q-network for gaming and learning

Input: Test case information, Playing agents’ (attackers and defenders) target sets, allocated budgets, costs of actions

1. Initialize co-simulation platform for gaming and learning;

2. Initialize replay memory $D$ to capacity $N$;

3. Initialize the network with random weights $\theta$;

4. for each episode do

   5. initialize starting state for attacking and defending agents;

   6. initialize target action-value function $Q^*$ with weights $\theta^- = \theta$;

   7. for each time step do

       8. select and execute action via exploration or exploitation;

       9. observe reward and next state and store experiences in replay memory;

      10. sample random batch of transitions $(s_t, a_t, R_t, s_{t+1})$ from replay memory $D$;

      11. pass the batch of states to policy network;

      if episode terminates at step $t + 1$ then

          13. set $R_t$;

      else

          15. set $R_t + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1}; \theta^-)$;

      end

   end

17. calculate loss between output Q-values and target Q-value;

18. gradient descent updates weights in the policy network to minimize the loss;

end

Output: Number of actions to objective, optimal action strategies
Algorithm 4 provides the detailed algorithm of the adversary game adopting deep-Q learning and experience replay. To learn first, we must take some random actions and save the experiences to the replay buffer. Later we will learn from those saved experiences. As a result, the agent will be able to avoid the problem of being fixated on one region of the state space. It will prevent the agent from selecting same actions again and again.

RMSProp is used as the optimizer in this research. In NN, an optimizer tries to minimize the error between the target and obtained output. RMSProp scales all of the parameters inversely proportional to the exponentially decaying square root of the sum of the previous squared gradients [188]. RMSProp is widely used optimizer in NN applications and has been proven as one of the better algorithms for DNN [189]. The Q-value is updated for a given state and action using the following Bellman equation:

$$Q(s, a) = Q(s, a) + \alpha[R(s, a) + \gamma \max Q'(s', a') - Q(s, a)]$$  \hspace{1cm} (5.1)

The neural network’s weights are updated to reduce the error. The error (or loss) is calculated by taking the difference between the $Q_{\text{target}}$ (maximum possible value from the next state) and $Q_{\text{value}}$ (our current prediction of the Q-value). So the change in weights can be derived as:

$$\Delta w = \alpha[(R + \gamma \max_a \hat{Q}(s', a, w)) - \hat{Q}(s, a, w)]\nabla_w \hat{Q}(s, a, w)$$  \hspace{1cm} (5.2)

The reward is assigned based on the actions taken by the agents. If the attack is successful, both attacking agents receive positive rewards and if the attack is not successful, both attacking agents receive negative rewards.
5.3.2 Design parameters

5.3.2.1 Hyper-parameters

In the proposed gaming problem, we use a deep neural network to approximate the Q-values for a given state. As the input of the deep network, we use a set of transmission lines. These set of transmission lines are the target set of the agents. For multi agent systems, we use separate neural networks. If we define the size of the input as \( n \), then agent 1’s target set as

\[
S_1 = \{l_1, l_2, \ldots, l_n\}
\]  (5.3)

where \( S_1 \) is agent 1’s target set, and \( l_n \) represents the \( n^{th} \) element of agent 1’s target set. Similarly, agent 2’s target set can be defined as follow

\[
S_2 = \{m_1, m_2, \ldots, m_n\}
\]  (5.4)

where \( S_2 \) represents agent 2’s target set, and \( m_n \) represents the \( n^{th} \) element of agent 2’s target set. The elements of the target set contain their status. We use boolean representation of the elements to define active or inactive status. If the element in a target set is active, it is stored as 1. If the status is inactive/disconnected, we use 0 to represent that element’s selection status.

\[
s_t(X) = \begin{cases} 
1, & \text{if line } l \text{ is in-service at time } t \\
0, & \text{if line } l \text{ is out-of-service at time } t 
\end{cases}
\]  (5.5)

where, \( t = \{1, 2, \ldots\} \) and \( X = \{l, m, \ldots\} \).

For the deep network we used multiple hidden layers and each layer containing multiple hidden neurons. The number of hidden layers and hidden neurons are determined by trial and error. For selecting the number of hidden neurons we tried to select a value that closely
matches to $2^n$ formula. Here, $2^n$ represents the size of the input, where $n$ represents the number of hidden neurons.

5.3.2.2 Activation function

In [190], the definition of activation function is written as, “An activation function is a function $g : \mathbb{R} \rightarrow \mathbb{R}$ that is differentiable almost everywhere.” Activation function decides whether to activate or deactivate the neuron based on a certain condition. Most of the real world problems are non-linear in nature. Due to the non-linear activation functions, the neural networks now have been able to differentiate such data that cannot be classified linearly in the data space [191]. However, due to the difficulty in training the deep neural networks (DNN), the non-linear activation function has to be selected carefully in order to make the training process go smooth. In our research, considering the problem of deep reinforcement learning, we have used a non-linear activation function, rectified linear unit (ReLU). Some of the existing non-linear activation functions are sigmoid, hyperbolic tangent, etc. ReLU [192] is the most popular activation function in NN, including DNN. Firstly, it is a non-saturated function and secondly, the derivative of ReLU function results in a constant value which solves the vanishing gradient problem for any NN problems. Hence, due to these reasons, ReLU has been applied in our research as well. The ReLU function is defined as,

$$g(x) = \max(0, x) = \begin{cases} x, & \text{if } x \geq 0 \\ 0, & \text{if } x < 0 \end{cases}$$  \hspace{1cm} (5.6)
The derivative of (5.6) can be written as,

\[ g'(x) = \max(0,x) = \begin{cases} \ 1, & \text{if } x \geq 0 \\ \ 0, & \text{if } x < 0 \end{cases} \]  

(5.7)

As mentioned before, the output of (5.7) is constant if \( x > 0 \) due to which the vanishing gradient problem, as observed in tanh and sigmoid activation functions, is addressed. Other than this, ReLU function decreases the computations of NN and converges much faster, it allows the network to observe sparse representation as the negative inputs result is 0 gradient and most importantly, DNN performs the best when trained with ReLU activation function [193], [194].

5.4 Simulation studies

In this section, we will conduct some simulation studies to validate the solution of the game outcome we obtained through learning technique. We conduct three case studies using the proposed co-simulation framework for gaming and learning in power system vulnerability assessment.

5.4.1 Simulation setup

We conducted the simulation in a co-simulation framework where the learning framework is built on python and the power system framework is built on MATLAB. IEEE 39 bus system and IEEE 300 bus systems are used to conduct the case studies. For power system framework, we conducted simulation using MATLAB R2018a on a standard PC with an Intel(R) i7 – 6700 CPU running at 3.40GHz and 24.0 GB RAM. For learning framework, we conducted simulation using Python 3.6.8.
IEEE 39 bus and IEEE 300 bus system have the following configurations:

<table>
<thead>
<tr>
<th>Test cases</th>
<th>IEEE 39 bus system</th>
<th>IEEE 300 bus system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total capacity</td>
<td>6150 MW</td>
<td>23740 MW</td>
</tr>
<tr>
<td>Transmission lines</td>
<td>46</td>
<td>516</td>
</tr>
<tr>
<td>Number of buses</td>
<td>39</td>
<td>300</td>
</tr>
<tr>
<td>Number of generators</td>
<td>10</td>
<td>69</td>
</tr>
</tbody>
</table>

The value of the hyper parameters (for learning) are selected as follows. The discount factor, $\gamma$ is selected as 0.95. The value of learning rate, $\alpha$ is selected as 0.001. The initial value of exploration rate, $\epsilon$ is selected as 1 which ensures very high number of random action selection in the beginning. The value of $\epsilon$ is gradually reduced close to zero to ensure maximum exploitation at the end of the learning.

5.4.2 Case studies

We conduct three case studies here. The first case study shows that, for IEEE 300 bus system how a single attacking agent can find its optimal strategy to reach attack objective. In the second case study, we use IEEE 39 bus system to represent, how two attacking agents can reach their attack objectives by taking combined actions from their associated target sets. In the third case study, we compare the convergence speed of the agents in previously used Q-learning based multistage dynamic game and our proposed deep learning based adversary game.

5.4.2.1 Case I: one attacker, and one defender

In this case study, we let a single attacking agent to attack against a passive defensive agent. For the defender, we pre-define the defense set as \{1,2,3\} and assume that, the defending transmission lines cannot be attacked.
Table 5.1. Parameter details for gaming and learning for one attacker and one defender

<table>
<thead>
<tr>
<th>Info</th>
<th>Value</th>
<th>Info</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>IEEE 300 bus system</td>
<td>Total transmission line</td>
<td>516</td>
</tr>
<tr>
<td>Input size</td>
<td>125</td>
<td>Total number of runs</td>
<td>30</td>
</tr>
<tr>
<td>Target generation loss</td>
<td>5000</td>
<td>Allowed maximum number of actions</td>
<td>5</td>
</tr>
<tr>
<td>Memory size</td>
<td>8000</td>
<td>Batch size</td>
<td>256</td>
</tr>
<tr>
<td>Total episode</td>
<td>3000</td>
<td>Number of hidden neuron</td>
<td>12</td>
</tr>
<tr>
<td>Number of hidden layer</td>
<td>3</td>
<td>Final epsilon</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 5.1, represents the parameter settings of IEEE 300 bus system for use in learning the optimal strategy in gaming. The number of episodes here is 3000. The value of $\epsilon$ is adjusted (reduced) such a way that after enough exploration it reduces and stops reducing at 0.001 (final value of epsilon). The input size 125 represents, a vector of transmission lines \{1, 2, 3, \ldots, 125\}. The input will be fed to the network as the status of these transmission lines \{1, 1, 1, \ldots, 1\}.

Figure 5.4. (a) Actions to objective (number of attack actions) and (b) frequency of the transmission lines for IEEE 300 bus system.

Figure 5.4(a) represents the convergence of the attacking agent to optimal policy to find minimum number of steps to reach the attack objective. The attack objective here is to cause at least 5000MW generation loss by switching minimum number of transmission lines. The X axis represents the episodes and the Y axis represents the steps to goal (num-
number of actions required). We used a curve fitting method to show a clear tendency of the agent to convergence. From the figure, we can see that, the agent reaches to optimal policy (2 actions) fulfilling the attack objective. It means, the attacking agent will require at least two transmission lines to attack in order to reach his attack objective. We conducted this game 21 times to get different optimal policies. Figure 5.4(b) represents the frequency of the transmission lines that appeared in the optimal policies. Observing the figure, we can see that transmission line 45 is the most frequently used transmission line appeared in the optimal policies. Transmission line 41 and 50 are found as the second most frequently appeared transmission lines in the optimal strategies. This information will help the system planner to enforce additional security measures to the most damaging transmission lines. Additionally, the next highest frequently appeared transmission lines should also be protected in case, the attacker attacks line 41 or 50 instead of attacking transmission line 45.

Figure 5.5. (a) Weight update from all input neuron to first hidden layer and (b) convergence of the attacking agents to optimal action strategy (1 transmission line each agent) in IEEE 39 bus system (average of 7 runs).

Figure 5.5(a) represents the weight update from all input neurons to first hidden layer during the learning process.
5.4.2.2 Case II: two attackers, and one defender

In this case study we introduce two attacking agents finding the optimal strategy against one passive defender. For this case study, we use IEEE 39 bus system as the test case.

Table 5.2. Parameter details for gaming and learning for two attacker and one defender

<table>
<thead>
<tr>
<th>Info</th>
<th>Value</th>
<th>Info</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benchmark</td>
<td>IEEE 39 bus system</td>
<td>Total transmission line</td>
<td>46</td>
</tr>
<tr>
<td>Input size</td>
<td>23 (each attacking agent)</td>
<td>Total number of runs</td>
<td>10</td>
</tr>
<tr>
<td>Target generation loss</td>
<td>5000 MW (combined)</td>
<td>Allowed maximum number of actions</td>
<td>5</td>
</tr>
<tr>
<td>Memory size</td>
<td>6000</td>
<td>Batch size</td>
<td>128</td>
</tr>
<tr>
<td>Total episode</td>
<td>1000</td>
<td>Number of hidden neuron</td>
<td>12</td>
</tr>
<tr>
<td>Number of hidden layer</td>
<td>2</td>
<td>Final epsilon</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 5.2 presents the information regarding the gaming and learning. Here, we have two attacking agents with target size 23 for each of them. So attacking agent 1’s target set is \{1, 2, 3, \ldots, 23\} and the attacking agent 2’s target set is \{24, 25, 26, \ldots, 46\}. For this case, we are considering the passive defender’s defense scheme as \{4, 20, 35\}.

Figure 5.5(b), represents the convergence curve of steps to goal for both the attacking agents to reach attack objective jointly. The agents converge to 1 which means, both of the agents need to take at least one action which jointly will reach to the attack objective. In the figure, we can see some oscillation in the fitted curve which represents the presence of a very small probability of random action selection or exploration to avoid local optimal point.
Figure 5.6. (a) and (b) are showing the frequency of the appearance in the optimal target sets for the attacking agent 1 and 2, respectively.

Figure 5.6(a) and 5.6(b) are showing the frequency of the transmission lines that appeared in the optimal strategies for the attacking agent 1 and 2. From the figures, we can see that, transmission line 17 and 23 are the most frequently appeared (hence most vulnerable) transmission line in the target set of attacking agent 1. Similarly, transmission line 27 is the most frequently appeared transmission lines in the attacking agent 2’s target set.

5.4.2.3 Case III: performance comparison

Figure 5.7(a) and 5.7(b) represents the steps to goal for attacking agent in Q-learning based multistage sequential game and deep learning based multistage sequential game.
Both of the agents converge to 2 as the optimal number of steps to goal (causing 5000 MW generation loss). But Q-learning based agent requires 5000 episodes to converge to the optimal number of actions, where deep-learning-based agent requires only 800 episodes to reach to attack objective. Hence this comparison proves that in deep-learning-based multistage sequential game agent converges faster than Q-learning-based multistage sequential game.

5.5 Summary

Deep learning techniques are increasing the efficiency of the learning based algorithms and enhancing the problem solving capability in a larger scale. In this chapter we formulated the multistage sequential game theory problem in power system adversary game and proposed the solution using deep-Q-network. In case study 1, we show that, in the presence of a passive defender an attacking agent can learn to select optimal action using deep neural network. In case study 2, we showed for multiagent systems (two attacker, one passive defender), both of the agents successfully learn to find optimal strategy to reach their joint
attack objective. In case study 3, we compare the performance of deep-learning-based adversary game with previously implemented Q-learning based multistage sequential game and showed that, deep learning based agent converges faster to find optimal strategy which successfully fulfill its attack objective. The outcomes of the research of this chapter is submitted and under review for publication.
CHAPTER 6 Conclusions and opportunities

In this dissertation, we explored some of the critical challenges that power grids are facing. We introduced some new and unconventional methods and techniques to address these challenges. Most of our results have theoretical foundation and applications to practical grid. Some of the framework we developed have applications beyond the power grid network. Exploring these applications and extending some of the research works is this dissertation can be of interest to researchers in power engineering as well as various other technical fields. Some of the future research ideas, extensions and directions are given below:

The threat and attack model adopted in the research works presented in this dissertation is using DC power flow. Study of transient behavior during the threat and attack modeling can reveal some hidden failure and vulnerability of the power system. So far we designed the research experiments using the one-shot, simultaneous and sequential attack scheme. During the sequential attack scheme we considered the order of the attack. But the time to initiate/trigger the subsequent attack has not been identified. Identifying the time sequence of the subsequent attacks could help the power system operators to take more accurate and time sensitive steps.

Traditional and deep learning based solutions have been introduced to the adversarial game theoretic problems for power system. Utilizing partial observable nature of the power system environment could explore some critical vulnerability of power system.

The threat and attack model is implemented in the research works considering that, the attacker has access (by cyber intrusion) to the power systems’ control center. Coordinating
a actual cyber intrusion (DDoS, brute-force, phishing, etc.) and physical attack will be state-of-the-art cyber-physical attack defense test-bed.
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