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ABSTRACT

A SERIES-ELASTIC ROBOT FOR BACK-PAIN REHABILITATION

ELHUSSEIN SHATA

2020

Robotics research has been broadly expanding into various fields during the past decades. It is widely spread and best known for solving many technical necessities in different fields. With the rise of the industrial revolution, it upgraded many factories to use industrial robots to prevent the human operator from dangerous and hazardous tasks. The rapid development of application fields and their complexity have inspired researchers in the robotics community to find innovative solutions to meet the new desired requirements of the field. Currently, the creation of new needs outside the traditional industrial robots are demanding robots to attend to the new market and to assist humans in meeting their daily social needs (i.e., agriculture, construction, cleaning.). The future integration of robots into other types of production processes, added new requirements that require more safety, flexibility, and intelligence in robots.

Areas of robotics has evolved into various fields. This dissertation addresses robotics research in four different areas: rehabilitation robots, biologically inspired robots, optimization techniques, and neural network implementation. Although these four areas may seem different from each other, they share some research topics and applications.
CHAPTER 1: OVERVIEW

1.1 INTRODUCTION

In recent years, robotic systems have been integrating in many applications due to the necessity of assistance. Rehabilitation robots, for example, are gradually emerging into the medical field. They aim to aid a person achieve a physical level which will eventually improve their quality of life. Although the medical field has been occupied by robots, they are not meant to replace qualified personnel such as doctors and nurses, but to assist them in daily routine work and certain tasks. Rehabilitation robotics is a promising field that has slowly evolved through the years and is taking off in the recent years. A wide variety of medical applications have adopted the concept of rehabilitation robot. This field may include a wide array of mechatronic devices ranging from robots for supporting rehabilitation therapy or for providing personal assistance in hospital and residential sites or artificial limbs. The field of rehabilitation robotics is less developed than that of industrial robotics. Many assistive robotic systems have featured an industrial robot arm for reasons of economy and availability. However, the specifications for robots in these two application areas are very different. The differences arise from the involvement of the user in rehabilitation applications. Industrial robots are typically powerful and rigid to provide speed and accuracy. They operate autonomously and, for reasons of safety, no human interaction is permitted. Rehabilitation robots must operate more slowly and be more compliant to facilitate safe user interaction. Thus, rehabilitation robotics is more akin to service robotics, which integrates humans and robots in the same task.

Apart from the rehabilitative robots, there is an extensive activity in introducing inspiration from biology to produce novel types of robots with adaptive locomotion
systems. Probably the most widely used biologically inspired locomotion system is the leg. However, there are some research groups focusing on other types of locomotion, such as the systems used by snakes and fishes. Brachiating robots, inspired from gibbons, is an evolving area that not many scientists have worked on.

Another field in robotics is optimization. Such a problem arises in many different disciplines. It is the selection of the best element from a set of alternative solutions with respect to a given constraints. There is a growing interest in optimization in robotics as it offers an interesting way to generate optimal behaviors based on basic principles (cost functions, constraints).

In general, in creating a new robotic system the process can be carried out in four stages. The first stage is the mathematical modeling, where different methods are used to describe the behavior of the system. The gap between the theoretical model and the real model is found in the second stage by direct measurements through a set of sensors. Thus, the true position of the robot’s end effector or torque behavior is determined. In the third stage, the means of optimization techniques play an important role in identifying the parameters that vary from their nominal values and choosing the optimum points. And finally, in the fourth stage, different artificial intelligence (AI) techniques are used to provide the robot with intelligence and flexibility so it can operate in dynamic environments and in the presence of uncertainty.

A popular branch of artificial intelligence is called Neural Network (NN), or more precisely artificial neural network. NN is inspired by the biological neural network of animal brains. Multilayer perceptron (MLP) is one type of neural networks that learns how
to perform a task by using different supervised techniques. The use of neural networks, and in particular the multilayer perceptron (MLP), have been shown to be an effective alternative to more other traditional techniques.

In this thesis, we will explore rehabilitation robots, brachiating robots, optimization techniques, and MLP neural networks. The following section describes the main four topics investigated and the overall organization of each chapter.
1.2 ORGANIZATION OF THE THESIS

1.2.1 CHAPTER 2: REHABILITATION ROBOT FOR BACK-PAIN

This chapter is written based on my paper in [1]. This chapter addresses the robot-assisted rehabilitation for back pain, also known as lumbago. Lumbago is one of the most serious health problems affecting a large portion of the population. In this chapter, we design a robotic system to assist in the rehabilitation process a patient must go through while recovering. The design is composed of two springs in series connected to an end-effector via a pair of antagonistic cables. The spring and cable arrangement form an elastic coupling from the actuator to the output shaft. An input-output torque model of the series-elastic mechanism is established and studied numerically. The study also illustrates the variation of the mechanism’s effective stiffness by changing the springs’ position. In addition, we built a prototype of the robotic mechanism and design experiments with a robotic manipulator to experimentally investigate its dynamic characteristics. The experimental results confirm the predicted elasticity between the input motion and the output torque at the end-effector. We also observe an agreement between the data generated by the torque model and data collected from the experiments. An experiment with a full-scale robot and a human subject is carried out to investigate the human-robot interaction and the mechanism behavior.

1.2.2 CHAPTER 3: BRACHIATION ROBOT

This chapter is written based on my paper in [2]. Chapter 2 explores a different type of locomotion robots, known as brachiation robots. A robot with the ability to brachiate could prove to be very useful in reducing the number of work-related accidents due to falling from high altitudes or maintenance of high voltage towers. It could also help a
company’s bottom line by reducing the number of workers required to accomplish a task. In addition, it can be used to scale lattice structures for inspection. Inspired by nature, gibbons prove to have the best pendulum like motion and power to weight ratio.

In this Chapter, we investigate the mechanics of gibbons and try to simplify its dynamics by a mechanical system. A simple way to characterize the motion of a gibbon is a two-bar linkage controlled by one motor. It has proven that this mechanism can achieve a good power to weight ratio and can approach the desired motion. By exploiting this motion, the device can create its own momentum to swing, and utilizing a system of grippers to grab and release members, will have the ability to navigate any structure. Furthermore, outfitting these robots with inspection tools such as cameras could allow the inspection of transmission towers and bridges safer, easier, and quicker. The hands-on approach of a mechanism like this could also accomplish tasks that may prove to be too dangerous or difficult for drones to accomplish.

1.2.3 CHAPTER 4: OPTIMIZATION OF A NONLINEAR SYSTEM

This chapter is written based on my paper in [3]. In this Chapter, we revisit the Modified Quasi-linearization Algorithm as a method to solve Nonlinear Programming Problems. The algorithm structure is first derived from the necessary conditions for a candidate solution to be an extremal. Secondly, we apply the numerical method to determine the optimal solution for a chemical reaction problem. The motivation for this application is the challenge of deciding the chemical mixture composition of any complex combination held under chemical equilibrium conditions. The problem mostly arises in the implementation and analysis of the performance of fuels and propellants that is used to
aerospace propulsion. Moreover, the algorithm can also be virtually applied to the study of complex organic compounds.

**1.2.4 CHAPTER 5: A MULTI-LAYER PERCEPTRON NEURAL NETWORK WITH BACKPROPAGATION ALGORITHM**

In this chapter, a neural network multi-layer perceptron is presented that contains one input layer, one hidden layer and one output layer, backed with back propagation algorithm. Neural networks (NN) are a set of algorithms, inspired from the human brain, it is mainly used to recognize patterns. They interpret data through a kind of machine awareness, labeling or clustering raw inputs. The data they recognize are values, contained in vectors, into which all real-world data must be converted.

In this chapter, the layers are constructed with eight-bit inputs, three bits hidden and eight-bit outputs where the outputs exactly follow the inputs. The back-propagation algorithm is implemented to understand how changing the weights and biases in a network changes the cost function. It is deployed to update the weights between input and hidden layer as well as the weights between hidden and output layer. The results shown present the behavior of the designed NN including convergence of error, hidden unit encoding and weight convergence.

**1.2.5 CHAPTER 6: DESIGN PORTFOLIO**

Presented in this chapter is a variety of different design projects that I had the honor of working on. From different types of variable stiffness actuators to behave-like-gibbons’ robots. This chapter illustrates diverse projects that was designed during my master’s program.
CHAPTER 2: REHABILITATION ROBOT FOR BACK-PAIN

2.1 INTRODUCTION

2.1.1 BACKGROUND ON BACK-PAIN

Back pain is one of the most epidemical health problems [4]. Up to 80% of all people suffer from this spinal musculoskeletal disorder (SMD) at some point in life [5]. Back pain affects different parts of the body including shoulders, neck and especially upper and lower back. Among these, low back pain, also known as lumbago [6], is one of the most common syndromes that occur at various ages [7]. It is a major cause for disability, also the second leading cause of activity limitation and sick leave throughout the world [8]. One common cause leading to lower back pain is due to activities involving carrying heavy loads. In such cases, the connective fibers of ligaments and tendons can begin to adhere to each other and lose resilience and may also tear down when a sudden overload occurs [9]. Since muscles are in constant communication with the central nervous system [10], ongoing tension prevents normal muscle functions [11] and lead to muscle spasms and further stability problems, which in turn can lead to chronic lower back pain and disability [12].

Recovery from back pain is slow and uncertain [13]. A recent study in [4] reported that about 60-70% of patients recover within 6 weeks, and 80-90% recuperate within 12 weeks with some help of rehabilitative therapy. However, after 12 weeks, back pain becomes chronic and leads to periods of intense pain, significant physical limitations, and activity impairment. Those who do not recover by 12 weeks account for up to 90% of total expenses related to this health-care problem. For example, the expenses exceed $90 billion
per year in the U.S. [14], $8.1 billion per year in Canada [15], and $9.17 billion per year in Australia [16].

The correlation between SMDs and motor control has been widely reported, for example, recent discussions in [17]. Rehabilitative therapy for the spine is essential for back-pain patients to regain their spinal mobility. Structured and repetitive exercises that result in bodily movement and energy expenditure by activation of skeletal muscles has proved to be effective for the recovery of functional spinal motor skills [18]. For instance, sit-up exercises, knee extension, cat-stretch, and aerobics would assist in back-pain recovery [19]. However, patients who are subjected to back pain disorders have challenges and difficulties in performing these tasks.

Current rehabilitative techniques for back pain require intensive, subjective assessment of motor function, and therapeutic procedures supervised by a team of physiotherapists [20]. In addition, the current practice lacks quantification in instructing patients as well as in the monitoring of rehabilitative progress. This hinders the design of the therapeutic procedures that fit patient characteristics and the prediction of therapy success. Finally, rehabilitation programs for back pain patients are excessively costly and are restricted to hospital environments.

Robot-assisted rehabilitation therapy is an emerging approach for musculoskeletal disorder treatment after neurologic injuries such as stroke and spinal cord injury. Robotic devices can help patients achieve the intensive, repetitive practice needed to stimulate neural recovery, reduce the need for supervision, and improve cost-benefit profiles [21]. Most recent research focuses on robotic assistive devices for the recovery of functional upper and lower limbs [22]. The few existing robotic systems for back-pain rehabilitation
(see [23], for example) tend to override the user’s motion. They are designed with rigid links and joints and do not account for the neuromotor delays in the musculoskeletal systems [24]. In this chapter, we bridge these gaps in rehabilitation robotics by:

- Designing a bio-assistive device that assists in the rehabilitation of back pain patients.
- Ensuring the elasticity of the system to accommodate unintentional movements from the patient.
- Varying the stiffness of the mechanism when desired to achieve the required resistance.
- Validating the proposed model with a series elastic actuator prototype.

The compliant actuator that drives the device works by restoring a desired position and creating an adjusted resistance accordingly. This movement, with the assistance of the mechanism, will help increase the strength in the muscles that function to stabilize or mobilize the spinal column. The device will offer the amount of motor practice needed to relearn spinal motor skills with less therapist assistance. In addition, the compliant design of the robotic rehabilitator will guarantee safe interactions between a patient and the robot during a rehabilitative session due to the elastic component that is integrated in the design. This device will be one of the very few robotic systems that assist in the recovery of patients with severe back-pain.

2.1.2 BACKGROUND ON ELASTIC ACTUATORS

Robotic rehabilitators are essentially mechanical structure-based devices built for physical rehabilitation. Since these robots are designed to share a common space and proximity to participants, the users’ safety is a major concern. In addition, the rehabilitative
mechanism used must accommodate for any uncontrollable or involuntary movements produced by patients due to musculoskeletal disorders. To address these concerns, adding compliant elements to traditional rigid link-joint mechanisms has proved to be an efficient way to inherently reduce the risk of accidents in human-robot interactions and minimize the effect of high-frequency involuntary movements [25].

In particular, early seminal work in [26] develops a series-elastic actuator (SEA), which is composed of a motor connected in series with a spring and a load. The torque transmitted to the end load by the actuator is proportional to the deformation of the spring. This mechanism is effective for shock absorbance, which is critical to legged robots. However, since the stiffness of the spring is not variable, it is limited to one natural frequency. In general, SEA can be categorized into three types depending on the springs’ configurations:

- Reaction Force Sensing Series Elastic Actuator (RFSEA) — where the elastic element (springs) is positioned before or after the motor.
- Transmitted Force Sensing Series Elastic Actuator (TFSEA) — where the elastic element is positioned inside the force transmission’s phase or gearbox.
- Force-sensing Series Elastic Actuator (FSEA) — where the elastic element is positioned after the force transmission and before the applied load.

Figure 1 graphically illustrates each configuration.
An example of the RFSEAs is the one developed in [27], which consists of a motor housed with a spring to absorb all the horizontal shocks. The torque of the motor is transferred to an oscillating end-effector. Another example is the SAE presented in [28]. This mechanism is designed with two springs in series attached with a rope and connected to a motor on one side, and a load on the other side. The relationship between the torque exerted from the motor and the load applied is dependent on the spring’s deformation and stiffness.

An example of the TFSEAs is the cPEA (Compact Planetary-geared Elastic Actuator) introduced in [29], which is composed of with a torsional spring mounted between a planetary gearbox and the load. In this mechanism, the careful arrangement of the components reduces redundant space and optimizes its compactness. In addition, work in [30] develops the BIC-PEA (Bi-directional Clutched Parallel Elastic Actuator). The mechanism is designed with a differential gear, a spring that coupled to the joint of the robot, and brakes to stop the motion at any time. The concept of this mechanism is to store the kinetic energy in the spring and then use that energy to accelerate the joint in any anticipated direction. Since the spring takes over part of the torque that is required to
perform the task, the energy consumption of the motor is reduced; however, a prediction for the future final position must be made in a safe manner to avoid collision.

An example of the FSEA is the Compact Rotary SEA (cRSEA) reported in [31]. In this mechanism, a worm gear is utilized as the power transmission mechanism with a rotary spring as the compliant element. This mechanism was the actuating component of a robotic orthosis that assists the motor function of a knee joint. In the same category, there falls the differential elastic actuator in [32]. This intriguing mechanism employs a differential transmission system in the form of a harmonic drive. The torque produced by a brushless DC motor is transmitted to the wave generator of the harmonic. A torsion spring is installed between the motor and the load to provide the differential coupling. In this mechanism, the torque is captured as the transmitting torque by the spring connected between the flex spline and the ground.

There are many variable stiffness actuators that are tangential to the above three categories of elastic actuators. For instance, via a special arrangement of springs, a belt, and two motors, work in [25–33] shows that it is possible to vary the effective stiffness and impedance properties of the elastic actuators. Another example is the hybrid variable stiffness actuator in [34], which is based on the adjustable moment-arm principle. The mechanism can switch between a rigid mode, in which it works like a traditional rigid joint, and an elastic mode with a wide range of stiffness depending on the length of the moment arm. Similarly, in [35] that is a Rotary Flexible Joint (RFJ) that can be used in many applications. And in [36], a robot for lower limbs rehabilitation that can produce smooth and precise motions for ankle, knee, and hip. The Mechanically Adjustable Compliance and Controllable Equilibrium Position Actuator (MACCEPA) [37] was originally designed
for a biped robot. It is then adopted for many other legged robots. This work develops a clever procedure for establishing the torque model, which is leveraged in our chapter to establish our own force model.

Through the brief review above, there have been many phenomenal design innovations that facilitate elastic couplings in actuation systems. However, these design principles have been mostly applied to enable the locomotion of legged robots and rehabilitation robots for limbs. They have not been used to design a rehabilitation robot for the recovery of back pain. Motivated by this, this paper develops a series-elastic actuating mechanism for back-pain physical rehabilitation. Hence, this chapter is arranged as follows:

- Section 2.2 describes the bio-inspired design of the mechanism including the requirements and the working principle, as well as presenting a CAD model for the proposed mechanism.
- Section 2.3, we construct a torque model of the mechanism and show that the mechanism is capable of varying its effective stiffness by adjusting the positions of the springs. We also discuss the effects of each parameter in the elastic actuation system.
- Section 2.4, a small-scale prototype of the mechanism is fabricated and presented. In this section, we also discuss the experimental set-up and analyze the experimental results that validate the theoretical torque model.
- Section 2.5 experiments a full-scale mechanism with a human subject.
- Finally, Section 2.6. gives several concluding remarks.
2.2 DESIGN

2.2.1 DESIGN REQUIREMENTS SPECIFICATION

In designing a robotic rehabilitation device, clinical acceptance relies on the added value in offering features or functions difficult to achieve with conventional therapy [38]. Features such as exact repetitive movements, adjustable resistance, and movement sensing capabilities would theoretically increase clinical acceptance [39]. The systems on the market are large, expensive, not portable and intended only for clinic use with therapy staff present.

Additionally, cost includes system maintenance and training [40]. Essential factors, including how easy a rehabilitation robot is to use can have a great impact on the acceptance and integration of the rehabilitative robots into clinical practice. Hence, in order to design mechanical systems, it is vital to obtain a better understanding of why the currently available devices are not commonly used. Designing an acceptable robotic rehabilitation system must address the needs of the end users. User-centered design is an approach that can help in the development of a usable system by focusing on the users and their needs and by including them at every stage of the design process. The development of effective, safe and appropriate rehabilitation technology is crucial in our design process to meet the needs of stroke survivors.

During a rehabilitation session, a patient is an integral part of the robotic mechanism where the robot senses the command motion of the patient and provides assistance in terms of effort. This helps the patient complete an assignment to promote his/her active movement and improve the progress of motor function recovery. The main requirement in the development of such a robotic rehabilitator is that safe interactions between a human user and the bio-assistive device must be absolutely ensured [41].
This challenge is the fundamental motivation for the robot design in this paper. In gym equipment, elastic coupling belts are commonly used [42], which partially absorb unintentional or instinctive actions produced by users as well as reduce the risk to them while being used. Inspired by this, our design is based on a cable-driven elastic coupling between an actuator and an end-effector that interact with a user. An elastic coupling actuator with adaptable compliance can be modeled as spring driven by a cable of which both the force in the cable and the position of the springs can be controlled separately.

Furthermore, one of the requirements for the proposed design is that the torque applied on the springs should be zero when there is no spring displacement, and the torque should be symmetrical around the equilibrium position. In the design, the springs can gradually manipulate their position to change the formed stiffness as needed to meet the necessity of the patient, therefore the control of the equilibrium position and the compliance is completely independent. The mechanism should be simple, easy to use and control. Simplicity results mostly in sturdiness and low-cost designs.

2.2.2 DESIGN PRINCIPLES

Exercise therapy is a management strategy that is widely used in low-back pain. It encompasses a diverse group of involvements ranging from general physical fitness or aerobic exercise, to muscle strengthening. Repetitive exercises have proven to be an effective method for back pain treatment [43]. Partial crunches or Pilates for instance, can help strength the muscles around the spine therefore reinforce the back [44]. However, patients with chronic back pain would have challenges performing these exercises without assistance. Also, Sit-Ups exercises, although they create pressure on spinal disks, they require assistance for back pain patients to accomplish. Various types of flexibility and
stretching exercises can treat lumbago patients, but they require a helping hand and lack the assistance element. Current assistive systems used in physiotherapy clinics such as Isostation B200 [45] or other exercise devices like [46] may lack the ability to variate stiffness. Therefore, the proposed robot can provide a useful aid for the therapist in performing repetitive tasks of the treatment program, and in assisting the patient and the therapist to achieve progressive results.

Most of the rehabilitation devices that are currently used for back pain rehabilitation doesn’t accommodate therapeutic resistance [47]. On top of that, prefabricated machines would not be suitable for this application. In particular, available industrial robotic systems have a number of capabilities or characteristics that do not suit therapeutic applications in-terms of manipulator speed and payload, size of workspace, range of motions, types of movements, safety and man–machine interface. Most importantly, industrial robots are not designed with the safety considerations required for systems that work as intimately with patients as a rehabilitation robot must.

We design the robotic mechanism following the principle of series-elastic actuation, in which the compliant element’s stiffness is variable. Traditional actuation systems are designed such that the interface between the motor shaft and the payload is as stiff as possible, and is usually a rigid coupling, like most industrial manipulators. In contrast to rigid coupling actuators, a variable-stiffness actuator is installed with an elastic interface between the motor output and the payload.

Variable-stiffness actuators offer many advantages especially to a rehabilitation robot that physically interacts with human users. Firstly, since the patient and the device perform a therapeutic exercise for musculoskeletal recovery in collaboration, low-stiffness
joints and low reflected inertia reduce the risk of the robot hurting the participant. In addition, variable impedance actuators offer better accessibility to haptic feedback, and therefore, may achieve more accurate and stable force control. Moreover, the elastic couplings partially absorb uncontrollable or involuntary movements often produced by patients with spinal musculoskeletal disorders. The residual vibrations will be actively isolated by the control algorithm of the rehabilitator. This is important because we want the robotic system to provide force and movement assistance that is as stable as possible during operation.

2.2.3 CONCEPTUAL DESIGN

Figure 2 shows the conceptual design of the backpain rehabilitation robot prototype. We use a crank-slider mechanism to convert the rotation of a motor to linear motion of a slider, which is connected to a carriage via a combination of springs and dampers (spring box). Both slider and carriage are constrained to only move horizontally. The motion of the carriage then pulls an antagonistic pair of cables to rotate the joint as shown in the kinematic diagram.

*Figure 2: CAD model of the proposed design with sit-up(left) and knee-extension(right) configuration*
Initially, we design this prototype to test the validity of the mechanism. The frame used to serve as the main plane is made from wood and have dimensions of 81 cm width and 31.75 cm height. The motor used has a speed of 35 RPM and drives a slider that is 23 cm long. The carriage (spring box) is 17.78 long and 3 cm wide. The springs used are 1.8 cm diameter and 8 cm long. The vertical link that is driving the springs is 12 cm height and 2 cm wide. Moreover, the idle pulley on the right is 7.32 cm diameter, and the driving pulley on the left is 10 cm diameter. The total length of the cable is 132 cm and the driving shaft is 2 cm diameter.

This design is inspired by the antagonistic pairs of muscles found in many animals. The mechanism set-up forms a compliant coupling between the motor shaft and the joint, which guarantees safe human-robot interactions when the patient and the device perform a therapeutic exercise for musculoskeletal recovery in collaboration. The design offers accessibility to haptic feedback by measuring the spring displacements, and therefore, may achieve more accurate and stable force control. Furthermore, the mechanism is so versatile that it is compatible with different therapeutic exercises. In particular, Fig. 3 and Fig. 4 show two configurations with slightly different end-effector designs: one for sit-up exercises and the other for knee extension exercises, which are some of the most common exercises for back-pain rehabilitation.
As seen in both configurations, two springs are installed in a box and are connected in series to a shaft. The vertical position of the other two ends of the springs can be adjusted to change the effective stiffness of the elastic coupling. To ensure force transition, a cable is deployed and is connected to each side of the spring box and can rotate around two pulleys, one of which is idle and the other drive the end-effector that interact with a user. The length of the cable is always constant. Once the Driving Shaft H moves horizontally with a velocity $\dot{x}$, it will result in an instantaneous displacement $\Delta x$ for Spring 1 and $-\Delta x$ for Spring 2. As the spring box is designed to respond to the drive shaft motion, it will only move horizontally, i.e. to the left or to the right depending on the elastic force direction. As a result, tension will be generated in one side of the cable, generating an angular...
displacement of Pulley 1, and hence of the end-effector that provides the assisting force for the user. For instance, when the driving shaft moves to the right, Spring 1 is extended and Spring 2 is compressed, the bottom cable is under tension, and the end-effector is displaced in the counterclockwise direction, and vice versa.

This design system accommodates the variation of the effective stiffness of the elastic coupling from the torque produced by the motor to the torque at the end-effector that interacts with a user. This stiffness variability enables a change in the level of physical assistance or resistance to match with individual users and their stage in backpain recovery.

There is a torque model that governs the relationship between the actuator’s motion and the output torque acting on the user. In the next section, we will have a deeper look into this torque model as well as the mechanism for varying the effective stiffness of the proposed design.

2.3 TORQUE MODEL

As discussed earlier, the designed mechanism facilitates the capability of changing the geometry of the spring arrangement, resulting in a variable stiffness actuation mechanism. A zoomed in illustrative diagram for the Spring Box is shown below in Figure 5 that conceptually depicts this idea. The fundamental hypothesis is that when the positions of the ends of the two spring are changed, the dependence of the output torque at the end-effector and the input motor’s motion will change accordingly. Therefore, the resultant vertical motion of the springs will create two new variables to control, theta (θ) and alpha (α). Which will eventually result in an adjustable compliance output. To validate this hypothesis, we will first establish a torque model with the position of the springs being variables.
Figure 5: The spring box that facilitate variable stiffness by changing the position of the springs.

2.3.1 NOMENCLATURE

All variables and parameters are defined as follows (depicted in Figures 3, 4, and 5):

\[ \beta = \text{Angular displacement of Pulley 1} \]
\[ \beta_1 = \text{Initial position of Pulley 1} \]
\[ \beta_2 = \text{Final position of Pulley 1} \]
\[ A = \text{Hypotenuse displacement of Spring 1} \]
\[ B = \text{Opposite displacement of Spring 1} \]
\[ C = \text{Adjacent displacement of Spring 1} \]
\[ \theta = \text{Angular displacement of Spring 1} \]
\[ \theta_{max} = \text{Maximum angular displacement of Spring 1} \]
\[ D = \text{Hypotenuse displacement of Spring 2} \]
\[ E = \text{Opposite displacement of Spring 2} \]
\[ F = \text{Adjacent displacement of Spring 2} \]
\[ G = \text{Total length of Spring Box} \]
\[ \alpha = \text{Angular displacement of Spring 2} \]
\[ \alpha_{max} = \text{Maximum angular displacement of Spring 2} \]
\[ H = \text{Driving shaft's thickness} \]
\[ F_s = \text{Spring force acting horizontally to the spring box} \]
\[ F_{in} = \text{Initial spring force of Spring n} \]
\[ F_{fn} = \text{Final spring force of Spring n} \]
\[ F_f = \text{Friction force} \]
\[ L_{10} = \text{Natural length of Spring 1} \]
\[ L_{20} = \text{Natural length of Spring 2} \]
\[ k = \text{Spring constant} \]
\[ \Delta x = \text{Linear displacement of the spring} \]
\[ r = \text{Pulley radius} \]
\[ T_n = \text{Torque generated due to Spring n} \]
\[ T = \text{Total torque generated} \]
\[ T_f = \text{Total frictional torque} \]
2.3.2 Derivation

We will first analyze the force model of Spring 1 and that of Spring 2 will follow accordingly due to the symmetry of the spring box which is shown in Figure 5. The torque produced at the shaft of Pulley 1 (the end-effector) is the total torque of the system due to the net displacement of both springs. We consider the input of the mechanism to be the spring displacement \( \Delta x \), and the output to be the torque \( T \) generated on the rotating joint (the driving shaft). At initial position of Spring 1, \( \theta = 0^\circ \) and \( \Delta x = C - L_{10} \). Applying Hooke’s law, the elastic force of Spring 1 at initial configuration can be obtained as follows

At initial position: \( \theta = 0^\circ \), \( A = L_{10} \)
\[ F_s = k \Delta x \]
\[ F_{l1} = k(C - L_{10}) \]

At final position: \( \theta \neq 0^\circ \), \( A \neq L_{10} \)
\[ F_1 = k(A - L_{10}) \]

\[ F_1 = k \left( \frac{C}{\cos \theta} - L_{10} \right) \]

\[ F_1 = k \left( \frac{C}{\sqrt{C^2 + B^2}} - L_{10} \right) \]

\[ F_1 = k \left( \sqrt{C^2 + B^2} - L_{10} \right) \]

\[ F_s = F_1 \cos \theta \]

\[ F_s = k \left( \sqrt{C^2 + B^2} - L_{10} \right) \cos \theta \]

\[ T = F_s r \]

\[ T_1 = k \left( \sqrt{C^2 + B^2} - L_{10} \right) \cos \theta r \]

\[ T_1 = k \left( \sqrt{C^2 + B^2} - L_{10} \right) \left( \frac{C}{\sqrt{C^2 + B^2}} \right) r \]

\[ T_1 = r k C \left( 1 - \frac{L_{10}}{\sqrt{C^2 + B^2}} \right) \]
As mentioned earlier, the effect of spring 2 can be obtained following a similar approach for Spring 1. Thus, accounting for the effect of both springs, and assuming \( T_f \) is the total frictional torque along the components’ movements, we obtain the total torque by combining both springs and considering the expansion of Spring 1 and the compression of Spring 2 at an instantaneous moment, will therefore result in,

\[
T = r \, k \, C \left( 1 - \frac{L_{10}}{\sqrt{C^2 + B^2}} \right) - r \, k \, F \left( 1 - \frac{L_{20}}{\sqrt{F^2 + E^2}} \right)
\]

\[
T = r \, k \left[ C \left( 1 - \frac{L_{10}}{\sqrt{C^2 + B^2}} \right) - F \left( 1 - \frac{L_{20}}{\sqrt{F^2 + E^2}} \right) \right] - T_f
\]

(2)

where, \( F = G - H - C \). Equation 2 is the torque model that governs the torque produced by the mechanism at the end-effector in response to a displacement \( C \) and \( F \) (but these are dependent) of the springs produced by the motor’s input motion. The effective stuffiness of the elastic coupling can be varied by adjusting \( B \) and \( E \) as shown in the equation. While this model is nonlinear in \( C \) and \( F \), it recovers the linear form in (1) when \( B = E = 0 \). Indeed, this is the equation governing a linear force relationship of a traditional series elastic actuation mechanism, in which the stiffness is exactly \( k \).

### 2.3.3 Influence of Design Variables

In this section, the influence of design variables will be investigated and simulated. To better study the mechanism, the variables \( k, G, L_{10} \) and \( L_{20} \) are chosen during the design and are fixed during normal operation. We set \( B = E \) and change their values after each experiment. The natural length of both springs (\( L_{10} \) and \( L_{20} \)) is 8 cm. In each experiment, we vary the spring displacement \( C \) and employ the torque model in (2) to calculate the torque. The results from these numerical experiments are shown in Fig. 6. We can see from
these figures that the effect of the spring position is evident. When \( B = E = 0 \), the model produces a straight line corresponding to a linear torque relationship in traditional series-elastic actuators as discussed earlier. When \( B \) and \( E \) are increased, the model displays clear nonlinearity proportionally. This variation confirms our hypothesis stated earlier.

The dependence of the torque on the spring displacement is depicted in Fig. 6 as well. For every curve, since when \( C = 8 \text{ cm} \), the springs are at their natural length, the mechanism produces no torque. When \( C \in (2,8] \), Spring 1 is compressed while Spring 2 is extended. The torque is acting in the clockwise direction, and hence is negative. Pulley 1 along with the end-effector are moving in the clockwise direction. The opposite trend is observed when \( C \in (8,16] \). To observe the torque symmetry and the zero torque at equilibrium requirements, explained in the design section, \( B \) and \( E \) are set to be equal and adjusted identically in the vertical direction. However, \( B \) and \( E \) can be controlled separately to obtain the optimal stiffness as desired.

It is worth noting that the torque model derived in (2) not only depends on the spring displacements \( C \) and \( F \) as shown explicitly, it is also a function of the angular displacement...
of the springs, \( \alpha \) and \( \theta \), implicitly. In order to visualize their influence in the torque model, we calculate the torque using (2) for a wide range of values of \( \alpha \) and \( \theta \) from -60° to 60°. The results are shown in Fig. 7, which again illustrates that the torque model is highly nonlinear. Hence the effective stiffness of the elastic coupling is dependent on the spring positions \( a \) and \( q \) as well as the spring displacement.

![Figure 7: A three-dimensional visualization of the torque model](image)

Furthermore, we discussed in section 2.1 that one of our design requirements is that the torque should be symmetrical around the equilibrium position and zero when there is no spring displacement or force added. Fig. 7 shows the symmetry of the system while changing \( \alpha \) and \( \theta \). For instance, when \( \alpha \) is zero, the exerted torque \( T \) is 50 N-cm. And when \( q \) is also zero, the exerted torque \( T \) is -50 N-cm. Which will cancel each other due to the symmetry. In return, the torque will be zero at this equilibrium position. Moreover, If the displacement of the springs is not balanced, the net displacement of the springs will not be zero, which will result in a produced torque on the end effector (Pulley 1).
In order to validate some of the properties discussed in Section 3., we build a prototype of this series-elastic actuation mechanism in a back-pain rehabilitation robot and analyze the experimental results with this prototype in the following section.

2.4. EXPERIMENT

Figure 8 shows the prototype of the series-elastic actuation mechanism for a back-pain rehabilitation robot.

![Fabricated prototype of the series-elastic mechanism proposed](image)

A linear actuator is designed with a crank driven by a programmable DC motor. The crank’s rotary motion is transmitted to a slider via a coupler link and two revolute joints. The slider’s linear motion is supported by linear bearings and drive the motion of a vertical shaft. The other end of the shaft is mounted to two springs each of which is on one side as shown. The other ends of the two springs are connected to a 3D printed box. The entire spring box is supported by another set of linear bearings, that constrains the box to move along the horizontal direction. The outsides of the spring box’s walls are attached to two polymer cables, whose ends are mounted to the pulley. The cable drives the end-
effector that interact with a user. The end-effector is the back-rest pad for sit-up exercises, or it can be the leg-rest pad for knee-extension exercises. The cables’ tension is maintained by three idle pulleys, each of which is supported by a shaft inserted into a bearing flange mounted to the wooden support frame. Each cable pulls the output pulley in an opposite direction, for example, if the top cable is pulling, the end-effector rotate in the clockwise direction, while if the bottom cable is pulling, the end-effector rotates in the counterclockwise direction. The range of motion of the slider in the linear actuator is $2r_{\text{crank}}$. We want the range of motion of the end-effector to be $90^\circ$, which is equivalent to the cable range (i.e. circumference) of $(1/4)2\pi r_{\text{pulley}}$. Therefore, the size of the output pulley is designed as

$$r_{\text{pulley}} = \left( \frac{4r_{\text{crank}}}{\pi} \right)$$  \hspace{1cm} (3)

The springs used in this design are compression springs with a coil thickness of 1.05 mm, the total diameter of 18.26 mm, and the total length of 80 mm. For this initial prototype, the compliance is fixed without changing the angular position of the springs. To capture the motion of the end-effector, an encoder is attached to the rotational axis of the shaft that is driving the output pulley and the end-effector. The encoder is a Signswise’s incremental rotary encoder with 600 pulses per revolution. A Microchip ATMEGA 2560 microcontroller is used to program the motor and record the analog angle information produced from the rotary encoder. Through a serial communication interface, the data are exchanged between the controller and a computer for further analysis. In the first experiment, the equilibrium position is set to $0^\circ$. The output pulley was pulled manually out of the equilibrium position and released at an arbitrary angle (approximately $36^\circ$ in this
case). As a result, the spring box and the pulley oscillate around the equilibrium position with a specific frequency. After the joint stops oscillating (less than 1 sec), the data is then gathered and plotted in Figure 9. The damping effect as observed is caused by friction at the pulleys. The response shows that the input-output relationship of the design behaves like a second order system, which represents an elastic coupling as opposed to a traditional rigid joint.

![Natural Response](image)

*Figure 9: Natural response of the output pulley and the end-effector*

In the second set of experiments, we validate the torque model established in Equation (2). This experiment focuses on examining the linear elastic behavior of the mechanism and the output torque due to various spring displacement. A seven axial robotic manipulator is used to provide and measure the precise displacements of the spring as shown in Figure 10. Moreover, the robot arm is embedded with force-torque sensors in all its joints, so it facilitates the measurements of the force applied onto its end-effector. The manipulator’s end-effector is attached to the cable to pull and release the output pulley and
therefore move the spring box accordingly. The entire series-elastic actuation mechanism is clamped on a stationary table that is the base of the manipulator.

![Experimental setup](image)

**Figure 10: Experimental setup**

Each experiment was divided into two segments. The first segment was to tension Spring 1 while compressing Spring 2. The manipulator pulled the output pulley in the clockwise direction, and the spring box was moving horizontally to the left. Spring 1 was tensioned up to 10 cm, while Spring 2 was compressed to 6 cm. The second segment was to compress Spring 1 and tension Spring 2. The manipulator was pulling the output pulley in the counterclockwise direction, and the spring box was moving horizontally to the right. Spring 1 was compressed down to 6 cm, while Spring 2 was tensioned to 10 cm.

The experiment was done ten times in each direction. The displacement for each spring was measured every 2 mm and the output force required to move the mechanism this displacement was obtained from the robot’s sensors and software. The data was then filtered to include all the data points collected that are between 6 cm to 10 cm. The spring
stiffness was also calibrated based on the same experiment. Figure 11 shows all the experimental data plotted for the ten runs, along with the model data points computed using the torque model derived in equation (2). In this figure, the back dashed line indicates the data computed by the torque model in (2), while other solid lines are data collected from the ten experiments.

![Theoretical vs Experimental Data](image)

**Figure 11: Experimental data for the measured torque versus the spring displacement**

The collected data are summarized in Figure 11 (bottom) and shown with the error bars that indicates the standard deviation of each data point. From these data figures, we can see that the torque produced by the theoretical torque model is close to those measured from the experiments both in terms of the trend and the mean values. The small gap
between the two sets of data stems from the fact that the theoretical model does not take into account the effect of friction, while the friction forces influence the experimental data. In addition, the imperfect calibration of the spring stiffness is another source for the mismatch observed in these data figures.

2.5. EXPERIMENT WITH HUMAN SUBJECT

To conduct an experiment of the proposed robot interacting with a human subject, a full-size robot was built. A CAD model is shown below in Fig. 12. A stepper motor is used instead of the scotch-yoke mechanism to drive the system and to ensure the rigidity of the driving force by reducing the number of variable components (e.g. crank, gears). The stepper motor is connected to a screw shaft that drives the spring box. Linear bearings are added below the screw shaft to support and maintain the screw shaft alignment. A chain is used to transfer the motion of the spring box to a set of sprocket gears. A large sprocket gear is used to transmit the motion of the chain to end-effector that is then used to move the back-pad.
The experimental apparatus, shown in Fig. 13, consists of a matrix of 14 force sensors, including 7 rows and 2 columns, mounted on the back-pad. A Signswise’s incremental rotary encoder is attached to the output shaft that drives the back-pad shown in Fig. 8 to measure the end-effector’s angular motion. The force sensors and the encoder’s data are both collected with a Microchip ATMEGA 2560 microcontroller. A Nema 34-step motor was used to actuate the mechanism. The stepper motor can produce a torque of up to 13 Nm (1841 oz-in) and is commanded by a digital stepping driver DM860I. The stepper motor and the driver are both controlled by a Microchip ATMEGA 328P microcontroller. The full-size rehabilitation robot has dimensions of 84×56×23 cm (width×height×depth). A screwshaft is used to convert the rotation of the motor to the spring box’s linear motion. A system of sprocket gears and chains is then used to transmit that motion into the end-effector, resulting in the angular motion of the back-pad which interacts with the human.

Figure 13: Human subject experimental apparatus
During the experiment, a human subject lays down on the bench shown in Fig. 14 and performs a sit-up exercise. The robot moves consequently with the subject providing additional support to complete the task. The robot is programmed to aid the patient while exercising and not to override the patient’s motion to ensure safety.

The human subject is 152 cm tall, and 54 kg. The experiment was repeated ten times for statistical data and the sensory signals were collected accordingly. Each row of the force sensors on the back pad was added together to obtain the total amount of force occurred in each row. During the experimental runs, row 1, 2, and 3 (top three rows on the Back-pad) didn’t generate significant force signals since the human subject’s upper back does not touching the force sensors. Sensor rows 4, 5, 6, and 7 recorded significant values which were captured and analyzed in Fig. 15.
Due to the sensitivity of the sensors and the noise produced by electrical components, they sometimes overshoot the sensed force when applied, this happened once and can be observed in the uppermost curve in the 5th Row Sensors shown in Figure 15.

Rows [4,7] (topmost and lowest sensors) recorded a peak of [3,5] (N). Rows [5,6] (middle sensors) recorded a peak of [14,10] (N) which is higher than the values in the topmost and lowest sensors. That is due to the posterior pelvic rotation of the spine.
undergoing a sit-up exercise. That is to say, the nature of the sit-up exercises leads to the bending of the upper back [48] leaving the spine semi-curved, which can be observed in Fig. 15. Rows 4 and 7 recorded the lowest force value while rows 5 and 6 recorded the highest. Muscles are not mechanically independent from each other; they are synergistic, and some muscles have an antagonistic pair. This means that the mechanical threshold of one muscle cannot be evaluated independently since it varies with the force exertion abilities of other muscles [49]. A study in [50] shows the amount of force/effort exerted by a human while performing a sit-up exercise. It also shows that an increase in hip flexion results in posterior pelvic rotation.

That is to say, as the human subject come closer to their knees, the central nervous system activates more muscles to exert higher force for accomplishing the motion. Therefore, as the angular position increases, the force required to achieve that position also increases. The force measurements illustrated in our experiment demonstrate the amounts of effort contributed by the robot to assist the human subject with the physical exercise.

2.6. CONCLUSION

We have discussed the design of a bio-assistive robotic system that targets the physical rehabilitation of backpain, a musculoskeletal problem that imposes a huge burden on societies and health care systems. The main challenge in the development of a robotic rehabilitator is the safe interactions between a human user and the device since the human is an integrated part of the cyber-physical loop. To address this challenge, we design the robot with the series-elastic actuation principle that facilitates an elastic coupling, instead of a rigid joint, between an actuator and an end-effector that interacts with a user. This allows the unwanted forces to be absorbed along the compliant elements, and hence, is
easier to regulate the impedance of the mechanism. Furthermore, low-stiffness joints and low reflected inertia reduce the risk of the robot hurting the user, while stiffness can also be adjusted to adapt to each patient’s recovery profile.

The fundamental hypothesis for the design is that the end-effector produces an elastic force in response to the motion of the input actuator. In addition, the effective stiffness of the elastic coupling can be varied by adjusting the position of the springs. In order to validate the hypothesis, we established a torque model, built a prototype of the design, and perform numerical studies and experiments using the prototype and a robotic manipulator. The results confirm the hypothesis and display agreement between the data produced by the torque model and the data collected from the experiments.

Moreover, we built a full-scale model to study the human behavioral interaction with the mechanism. The mechanism aim is to assist the patient in performing the required task while they are exerting 70-80 percentage of their effort to accomplish the motion. It is observed that the proposed mechanism assists the human subject to achieve a desired position, which in return will strength the spinal tendon.

Future work will focus on the control aspects of the robotic rehabilitator. In particular, we will consider the entire robot as a control system with a human user in the loop interacting with a variable-stiffness rehabilitation robot. Such a control system is challenging to handle. Due to the physical interaction the robot undergoes with a human patient in a rehabilitation session, safety and accuracy of response is crucial. In designing a controller, the control framework should integrate a compensatory adaptive controller to accommodate any fortuitous spasm occurs by the user. And to enhance the accuracy of the
output complaint and end-effector position with avoiding the supervision of a physiotherapist. To address these challenges, we will look into advanced control techniques, such as human-robot collaborative controller in [51] and the safety-enhanced collaborative framework in [52].
CHAPTER 3: BRACHIATION ROBOT

3.1 INTRODUCTION

Robots have been emerging rapidly in daily lives in the past decades. As technology advances, robots have enabled humans to live more convenient lives [53]. More importantly, robotic technology allows us to decrease the loss of human lives due to dangerous working conditions [54].

According to the U.S. Department of Labor, falls are one of the leading causes of death for workers while on the job [55]. In 2015, falls accounted for nearly 17% of the total workplace deaths. Secondly, the federal government is notoriously understaffed when it comes to infrastructure inspection [56]. A device that can increase the efficiency of an inspection or reduce the number of workers needed to complete an inspection will save tax dollars and possibly human lives.

Currently drones are being utilized and outfitted with cameras and other hardware to make inspecting quicker and easier [57]. However, the use of these drones has its own drawbacks. One issue is that drones could have problems navigating tight lattice structures resulting in a size concern. Another issue is the fact that system failures and damage will almost certainly end in complete destruction of the device due to the structural requirements for flying and the heights the drone will be working at. To remedy these concerns, a robot that can swing from a member to another in a lattice structure can be more durable than a drone and prove to be effective at aiding in infrastructure inspection and scaling lattice structures.
3.2 CONCEPT

Inspired from nature, gibbons are the finest animals that swings and generate pendulum like motion [58]. With the capability to produce the best power-to-weight ratio and perfect centralized mass distribution, gibbons brachiate with a very low mechanical cost. The closer the design comes to achieving this power to weight ratio the more efficient the design will be able to accomplish its task. The pendulum-like motion gibbons use to build up moment for a swing by kicking its legs can be replicated in a device that can use a similar concept to build up its own momentum and achieve alike motion [59].

Upon studying gibbons, their upper body is found to be a five-bar linkage [60] with the ability to grab and release surfaces using their hands, as illustrated in Figure 16. Although a five-bar linkage would be ideal to represent a gibbon’s biomechanical body, it requires unnecessarily large number of degrees of freedom, which in turn implies a large number of actuators required to drive the robot. This dramatically complicate the controls of the robot [61,62].

Figure 16: Five-bar linkage illustration
To address this problem, we employ a two-bar linkage mechanism that will reduce the complexity and weight of the mechanism, making the system easier to control and more applicable to use. It is similar to the mechanism in [63], which use a variable stiffness actuator with two motors. In contrast, here, we only design one actuating input at the elbow joint for swinging. Once successful swinging motions are achieved, the robot can brachiate among a rope or a lattice structure like bridges or transmission towers.

In addition, in order for the robot to reach more places and maneuver around corners, a motor is added at the end of each arm to create a wrist joint and to ensure the dexterity of turning in any structure. As shown in Figure 17, the brachiator mechanism is introduced with the wrist motion that allows each linkage to turn 180°. A set of two gears with identical number of teeth and pitch diameter are added at the joint to increase the stroke angle by allowing us to move the driving motor away from the joint. In addition, it ensures the force transmission with minimal energy loss.

Figure 17: Proposed design
To reduce the weight and avoid adding any counterbalance deadweight, the motor is inserted in one of the links. By mounting the motor within the frame, the brachiator would be more stable since the motor’s center of mass will be close to that of the frame’s center of mass.

A gripper is added to the end of each link in order to ensure grasping and releasing surfaces. Each gripper is composed of a pair claw-like pieces driven by a servo motor. The motor used in each of the gripper’s mechanism is HS-422 servomotor with torque of 57 oz-in which is tested to be enough to hold the system.

The wrist mechanism added to the design consists of a servomotor in a case that is mounted to a bearing. As a result, the body of the servomotor and the output rotates in different axis. The mechanism increases the servo’s load-bearing capabilities by helping to isolate the lateral load from the servo spline and case. A three-dimensional model for the wrist mechanism in shown in Figure 18 below.

![Figure 18: Wrist mechanism CAD](image)
3.3 DYNAMIC MODEL

To express the dynamics of the model, we assume that the center of mass of each link is at its end, we then have

\[
\begin{align*}
x_1 &= l_1 \sin \theta_1 \\
y_1 &= -l_1 \cos \theta_1 \\
x_2 &= l_1 \sin \theta_1 + l_2 \sin (\theta_1 + \theta_2) \\
y_2 &= -l_1 \cos \theta_1 - l_2 \cos (\theta_1 + \theta_2)
\end{align*}
\]

where \((x_1, y_1)\) and \((x_2, y_2)\) represent the position of linkage 1 in the \(x\) and \(y\) coordinate. Similarly, the position of linkage 2 is noted as Using the set of equations in (4), we are able to arrive at the dynamical equation of motion for the brachiator as follows:

\[
M(q) = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix}
\]

where

\[
\begin{align*}
M_{11} &= m_1 l_1^2 + m_2 (l_1^2 + 2l_1 l_2 \cos (\theta_1 - \theta_2) + l_2^2) \\
M_{12} &= m_2 (l_1 l_2 \cos (\theta_1 - \theta_2) + l_2^2) \\
M_{21} &= m_2 (l_1 l_2 \cos (\theta_1 - \theta_2) + l_2^2) \\
M_{22} &= m_2 l_2^2
\end{align*}
\]

\[
c(q, q) = \begin{bmatrix} m_2 l_1 l_2 \sin (\theta_1 - \theta_2)(-\dot{\theta}_1^2 + 4\dot{\theta}_1 \dot{\theta}_2 + \dot{\theta}_2^2) \\ -2m_2 l_1 l_2 (\dot{\theta}_1 + \dot{\theta}_2) \sin (\theta_1 - \theta_2) \end{bmatrix}
\]

\[
g(q) = \begin{bmatrix} (m_1 + m_2) gl_1 \sin \theta_1 + m_2 gl_2 \sin (\theta_1 + \theta_2) \\ m_2 gl_2 \sin (\theta_1 + \theta_2) \end{bmatrix}
\]

Equations (5), (6), and (7) can now be summarized to,
\[
M(q)\ddot{q} + c(\dot{q}, q) + g(q) = \begin{bmatrix} 0 \\ \tau \end{bmatrix}
\]  
(8)

where \( q = [\theta_1, \theta_2]^\top \), \( M(q) \) is the inertial matrix, and \( c(\dot{q}, q) \) represents the nonlinearity, and \( g(q) \) represents the gravity, friction, and the effect of disturbance. \( \tau \) is the torque input.

### 3.4 MOTOR TORQUE CALCULATION

To anticipate the right value of torque needed per swing, a free fall calculation is performed on one linkage of mass of 0.6732 kg. We first calculate the expected velocity of one arm linkage as illustrated in Figure 19:

![Figure 19: Velocity analysis](image)

\[
K.E. = P.E.
\]
\[
\frac{1}{2} m v^2 = mgh
\]
\[
\frac{1}{2} v^2 = gh
\]
\[
v = \sqrt{2gh}
\]
\[
v = \sqrt{2 \left(9.81 \frac{m}{s^2}\right)(0.175 m)}
\]
\[
v = 1.8529 \frac{m}{s}.
\]
Next, we calculate the angular velocity of the link:

\[ \omega = \frac{v}{R} = \frac{1.8529}{0.175} \]
\[ \omega = 10.588 \text{ rad/ sec} = 101.12 \text{ rpm.} \] (9)

Therefore, the torque required is:

\[ \tau = F d \]
\[ \tau = mgd \]
\[ \tau = (0.6732 \text{ kg}) \left( 9.81 \frac{m}{s^2} \right) (0.175 \text{ m}) \]
\[ \tau = 1.155 \text{ N} - \text{ m} \]
\[ \tau = 163.56 \text{ oz} - \text{ in.} \] (10)

Multiplying the torque value by a safety factor gives \( \tau = 163.56 \text{ oz} - \text{ in} \times 4 = 654.24 \text{ oz} - \text{ in}. \) This means we need a motor that can produce a minimum of 654.24 oz – in of stall torque.

### 3.5 MOTOR EXPERIMENT

To validate the calculated values of the motor, this section discusses an experimental process to systematically select the motor. Another purpose for testing different motors was to study the motor’s torque behavior versus current, and to validate that any motor that has a torque below the calculated torque in Equation (10) will not be a valid selection.

An initial experiment took place by testing a DC motor with torque of 120 oz-in, and a speed of 130 rpm. The experimental set-up is shown in Figure 20, a mounting hub is connected to the DC motor’s shaft. A rubber grommet is then mounted on the mounting hub. A polypropylene string is tied around the rubber grommet. A weight holder is tied at
the bottom of the string with different weights. A tachometer is used to record the angular velocity of the motor while a load is being added.

![Experimental setup](image.png)

**Figure 20: Experimental setup**

For each weight, different voltages were supplied to the motor. The current and angular velocity were recorded during the experiment. Torque was calculated using the equation $\tau = F \cdot d$. Where $F$ is the weight added, and $d$ is the radius of the spool plus the rubber grommet. Table 1 shows the data collected during the experiment, the weight and voltage were increased gradually, while the torque and speed of the motor were recorded.

<table>
<thead>
<tr>
<th>Weight (lb.)</th>
<th>Torque (lb.in)</th>
<th>8 Volt Current (A)</th>
<th>Speed (rpm)</th>
<th>10 Volt Current (A)</th>
<th>Speed (rpm)</th>
<th>12 Volt Current (A)</th>
<th>Speed (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.806892</td>
<td>0.476510877</td>
<td>0.3</td>
<td>83.3</td>
<td>0.27</td>
<td>104.6</td>
<td>0.37</td>
<td>126.2</td>
</tr>
<tr>
<td>1.356892</td>
<td>0.801313927</td>
<td>0.31</td>
<td>69.7</td>
<td>0.32</td>
<td>102.5</td>
<td>0.42</td>
<td>122.6</td>
</tr>
<tr>
<td>1.806892</td>
<td>1.067061877</td>
<td>0.39</td>
<td>76.2</td>
<td>0.38</td>
<td>99.9</td>
<td>0.39</td>
<td>122</td>
</tr>
<tr>
<td>2.356892</td>
<td>1.391864927</td>
<td>0.46</td>
<td>74.5</td>
<td>0.44</td>
<td>98.2</td>
<td>0.46</td>
<td>120</td>
</tr>
<tr>
<td>2.806892</td>
<td>1.657612877</td>
<td>0.52</td>
<td>71.4</td>
<td>0.54</td>
<td>93.3</td>
<td>0.57</td>
<td>117</td>
</tr>
<tr>
<td>3.806892</td>
<td>2.248163877</td>
<td>0.65</td>
<td>67</td>
<td>0.67</td>
<td>90.4</td>
<td>0.72</td>
<td>108.4</td>
</tr>
<tr>
<td>4.806892</td>
<td>2.838714877</td>
<td>1.4</td>
<td>52</td>
<td>0.8</td>
<td>80.6</td>
<td>0.94</td>
<td>105.4</td>
</tr>
</tbody>
</table>
Before coming down to the right value of the torque needed, three different motors with different torque values were experimented. The first one electrically failed due to the high load on the motor shaft which drawn high current from the power source. The second one mechanically failed due to the shear stress created on the gears inside the gearbox which broke the gears teeth. The last one was the most suitable motor found to produce the amount of torque and speed needed in the next section. It is a planetary gear motor with stall torque of 680 oz-in and a maximum shaft speed of 165 rpm.

Testing the DC motor proves the theory behind the torque’s relationship with the current to be true. Calibrating the torque produced by the motor gives more insight into how much torque will be needed to operate a successful brachiating motion. Through analyzing the collected data, a better understanding on the maximum velocity that the motor can achieve under different loading conditions was obtained. In addition, we verified the right value of the motor’s torque selection.

3.6 FABRICATION

Based on our experiment and calculations, the selected motor has a stall torque of 680 oz-in and a shaft speed of 165 rpm. By adding gears at the joint as shown in Figure 8, the speed of the motor is ensured to transmit from one arm to the other. The gears used are made from aluminum and have characteristics of 84 teeth, an outer diameter of 2.688 inches, and a bore of 0.5 inches. The robot is made from aluminum 6063 rather than 6061 because it is lighter and softer in fabrication. With yield strength of 16,000 psi and hardness of 55 Brinel, which give a good combination of high strength and machinable aluminum [64].
Shown in Figure 21, the fabricated brachiator in a stationary position holding onto a bar that is wrapped with rubber. The rubber is used to insure a friction surface between the gripper and the bar. Figure 22 shows a full span of the brachiator with one gripper holding onto the bar as part of testing the motor and initial control algorithm.
Shown in Figure 23 is the fabricated wrist mechanism for changing axes. The mechanism was initially fabricated with polylactide (PLA) by using a three-dimensional printer. However, the material proved to be not strong enough to hold the entire arm and failed after few swings.

Another version of the wrist case can be made of aluminum 6061 with yield strength of 35,000 psi, and tensile strength of 42,000 psi [65]. That will allow the frame to withstand more load while avoiding material fracture or failure. The frame will act as the servo exoskeleton and it will greatly enhance the mechanical loads that the servo and the brachiator can withstand. The designed frame will have repeated pattern throughout the case to allow endless attachment options and ensure arm’s security and stiffness while brachiating.

Figure 23: Wrist mechanism
3.7 CONCLUSION

In summary, this paper analyzes the behavior and design of a bio-inspired mechanism that can be mimicked with a two-bar linkage, as a simple way to characterize gibbons swinging motion [66]. With the added wrist mechanism, it allows the brachiator to turn and change axis. We then experiment different actuators until one met the requirements.

Moreover, this research has potential influence in various industries. Especially, it can be used in the maintenance process of power transmission towers. If successful, the usage of the robotic brachiators may help avoid sending humans to elevated levels risking their lives. Another application it can impact is investigating and maintaining bridges. The proposed design has the ability to swing and climb lattice structures where bridges would need inspections regularly.

3.8 LIMITATIONS

The performed experiment was necessary to validate our torque calculations. The motor selection was depending on that experiment; however, a better yet more qualified set-up for the experiment would be recommended to collect more accurate results. For instance, a larger motor spool and rubber gourmet to insure the maintenance of the string’s position. A rigid setup is also recommended to protect the motor from moving.

3.9 FUTURE WORK

A brachiator with the ability to swing among a slope line and change axis will highly add value to this research topic. The proposed controller will be implemented and applied to the current model. In addition to that, using a lighter material such as carbon
fiber will greatly impact the mechanism. Moreover, flexible linkages could also replace the aluminum bars, which will revolute the design to a more durable yet more reliable robot to brachiate.
CHAPTER 4: OPTIMIZATION OF A NONLINEAR SYSTEM

4.1 INTRODUCTION

In the past decades, the optimization of a nonlinear process with a set of constraints has been a challenging problem due to the guaranteed convergence difficulty [67]. Many ad-hoc techniques have been combined with traditional optimal controllers to address the challenges with nonlinearity [68]. For example, a neural network is employed to estimate the cost function to establish a region of attraction for nonlinear systems with constrained control inputs in [69]. Particle swarm optimization is usually applied in nonlinear systems with stochastic nature, such as power systems, chemical processes, and financial applications [70]. Sequential quadratic programming techniques were shown to be effective in avoiding singularity in constrained nonlinear control allocation problems [71].

In the context of process control, optimization techniques have proved to be very effective when an optimal solution is desired to minimize a cost function of a process. In particular, optimization of machining operation has shown the economic benefits often via the use of advanced computer-aided, fuzzy logic and genetic algorithms [72]. Topology optimization, a method for enhancing design efficiency with minimal a priori decisions, has been employed extensively to minimize the amount of materials used in additive manufacturing processes [73]. In addition, optimal control is a systematic method commonly used in chemical processes, for example, to find an optimal mixing solution in integrated water-chemical systems [74], to determine the most promising compounds among a large database of potential compounds [75], or to find an optimal evaporation ramp for Bose-Einstein condensates production [76].
In this work, we first revisit the Modified Quasi-linearization Algorithm (MQA) as a method to solve Nonlinear Programming Problems (NLP) and apply it to a chemical reaction optimization problem. The MQA has been initially used to solve nonlinear two-point boundary value problems [77]. Subsequent modifications by Miele and Levy in the early 70’s allowed its applications to solve NLP problems [78]. The main property of the MQA method algorithm discussed in this paper is its descent property for the case of linear cost function and quadratic constraint equations. This property guarantees the progressive improvement of the solution as the algorithm searches for the optimum.

We apply the MQA algorithm to a chemical reaction optimization problem. In particular, we want to minimize the Gibbs free energy in a chemical process while satisfying the reagents chemical mass constraints to ensure the feasibility of the reaction. The remaining part of the paper is organized as follow. Section 4.2 describes the theory and structure of the MQA method. Section 4.3 introduces the model of the chemical reaction with identification of cost function, problem parameters, and constraints. Section IV describe the application of MQA and discuss the results. Section V presents some conclusive remarks.

4.2 ALGORITHM FORMULATION

A NLP can be stated as the problem of finding the minimum of a cost function

\[ f = f(x), \]  

subjected to the constrain

\[ \phi(x) = 0, \]
where \( x \in \mathbb{R}^n \) is the vector of variables to be optimized, \( f: \mathbb{R}^n \to \mathbb{R} \) is the nonlinear function to be minimized, \( \phi: \mathbb{R}^n \to \mathbb{R}^q \) is a nonlinear vector function representative of the set of constraints to be satisfied. For the previous problem to be a bonafide optimization problem the Number of Degrees of Freedom NDF = \( n - q \) must be greater than zero. In fact, if \( n = q \) the problem admits only the solution of the nonlinear equation (11). It is important to note that the constraint Eq. (12) being an equality constraint does not reduce the generality of the method that we will discuss in this paper, in fact a scalar inequality constraint equation of the form

\[
\phi_i(x) \geq 0,
\]

(13)

can be converted into an equality constraint by introducing a slack variable \( s_i \)

\[
\phi_i(x) - s_i^2 = 0
\]

(14)

With this in mind, and without loss of generality, we will consider NLP with equality constraints.

The first order conditions for an extremal of a problem identified by Eqs. (11) and (12) are [78]:

\[
F_x(x, \lambda) = 0
\]

(15)

\[
\phi(x) = 0
\]

(16)

with

\[
F(x, \lambda) = f(x) + \lambda^T \phi(x)
\]

(17)

the augmented function and \( \lambda \in \mathbb{R}^q \) the Lagrange multiplier vector.
The MQA algorithm is based on the following performance indexes:

\[ P = \phi^T \phi \]  \hspace{1cm} (18)
\[ Q = F_x^T F_x. \]  \hspace{1cm} (19)

Notably, \( P \) is the constraint error and \( Q \) is optimality error. In the numerical search for the solution of the NLP convergence can be declared when the following conditions are achieved:

\[ P \leq \varepsilon_1 \hspace{1cm} (20) \]
\[ Q \leq \varepsilon_2 \hspace{1cm} (21) \]

with \( \varepsilon_1 \) and \( \varepsilon_2 \) prescribed small tolerances. Whenever condition (20) is satisfied the candidate solution is a feasible solution. If both (20) and (21) are satisfied, the feasible solution is also optimal. The total error is defined as the sum of the constraint error and the optimality error

\[ R = P + Q = \phi^T \phi + F_x^T F_x. \]  \hspace{1cm} (22)

In turn the convergence condition can be represented as

\[ R \leq \varepsilon_3 \hspace{1cm} (23) \]

with \( \varepsilon_3 \) a prescribed total error tolerance. For our application, we have determined, through a series of convergence analysis, that satisfactory results are obtained by choosing \( \varepsilon_1 = 10^{-9}, \varepsilon_2 = 10^{-4}, \varepsilon_3 = 10^{-4} \).

In order to track the change in each variable introduced above, we define nominal points for each one such that, any change occurs from the nominal function to the varied function will cause the performance index \( P \) to change. Varied point \( \tilde{x} \) can be obtained by using first order Taylor approximations of nominal points:
\[ \tilde{x} = x + \Delta x \]
\[ \tilde{\lambda} = \lambda + \Delta \lambda \]
\[ \tilde{P} = P + \Delta P \]
\[ \tilde{Q} = Q + \Delta Q \]
\[ \tilde{R} = R + \Delta R \]

where \( \Delta x \) denotes the perturbation from \( x \). For optimization, the performance indexes \( P, Q, \) and \( R \) need to be maintained as small as desired. Therefore, the convergence conditions are,

\[ P \leq \epsilon_1, Q \leq \epsilon_2, \text{and } R \leq \epsilon_3 \tag{24} \]

where \( \epsilon_1, \epsilon_2, \epsilon_3 \) are the tolerances.

The ultimate goal now is that at every iteration, the total error \( R \), also can be referred to as \( \delta R \), should meet the following conditions:

\[ \delta R < 0 \]
\[ \Delta R < 0 \tag{25} \]

Therefore,

\[ \tilde{R} < R \tag{26} \]

To achieve the conditions in Eqs. (25) and (26), we apply Taylor expansion on \( \Delta R \) such that,

\[ \Delta R = \delta R + \frac{1}{2} \delta^2 R + H.O.T \]

\[ \Delta R \approx \delta R < 0 \tag{27} \]

Substituting \( R \) from Equation (15), we get:
\[ \delta R = \delta P + \delta Q \]
\[ \delta R = \delta (\phi^T \phi) + \delta (F_x^T F_x) \]
\[ \delta R = 2 \phi^T \delta \phi + 2 F_x^T \delta F_x \quad (28) \]

The selection for \( \Delta x \) and \( \Delta \lambda \) should be considered such that:
\[ \delta \phi = -\alpha \phi \quad (29) \]
\[ \delta F_x = -\alpha F_x \quad (30) \]

Now, substituting \( \delta \phi \) and \( \delta F_x \) from Eqs. (29) and (30) into \( \delta R \) from Eq. (28) will result in:
\[ \delta R = 2 \phi^T (-\alpha \phi) + 2 F_x^T (-\alpha F_x) \]
\[ \delta R = -2 \alpha (\phi^T \phi + F_x^T F_x) \]
\[ \delta R = -2 \alpha R \quad (31) \]

Therefore, if alpha is sufficiently small such that \( \alpha \ll 1 \), then our convergence condition \( \delta R < 0 \) will occur. Therefore, the conditions of Eq. (27), that is \( \Delta R \approx \delta R < 0 \), \( \bar{R} < R \), will be achieved, where again, \( R = P + Q \geq 0 \).

We now introduce a set of linear equations to simplify the change in the augmented function and the constraint, such that,
\[ \delta F_x = -\alpha F_x \quad (32) \]
\[ \delta \phi = -\alpha \phi \quad (33) \]

Therefore, solving for \( \delta F_x \) and \( \delta \phi \) results in,
\[ \delta F_x = F_{xx} \Delta x + F_{x\lambda} \Delta \lambda = -\alpha F_x \quad (34) \]
\[
\delta \phi = \phi_x^T \Delta x + \phi_\lambda \Delta \lambda = -\alpha \phi
\]  

(35)

where

\[
F_{x\lambda} = \frac{\partial F_x}{\partial \lambda} = \frac{\partial}{\partial \lambda} (f_x + \phi_x \lambda)
\]

(36)

\[
F_{x \lambda} = \phi_x
\]

\[
\phi_\lambda = \frac{\partial \phi}{\partial \lambda} = 0.
\]  

(37)

The set of Eqs. (34) and (35) then becomes,

\[
F_{xx} \Delta x + \phi_x \Delta \lambda = -\alpha F_x
\]  

(38)

\[
\phi_x^T \Delta x + 0 = -\alpha \phi
\]  

(39)

where \( \phi_x \in \mathbb{R}^{n \times q} \), \( \phi_x^T \in \mathbb{R}^{q \times n} \), and \( \alpha \in \mathbb{R}^{q \times 1} \). We next introduce auxiliary variables \( A \) and \( B \) such that,

\[
A = \frac{\Delta x}{\alpha}
\]  

(40)

\[
B = \frac{\Delta \lambda}{\alpha}
\]  

(41)

After substituting \( A \) and \( B \), Eqs. (38) and (39) then becomes

\[
\begin{bmatrix}
F_{xx} & \phi_x \\
\phi_x^T & 0
\end{bmatrix}
\begin{bmatrix}
A \\
B
\end{bmatrix}
=
\begin{bmatrix}
F_x \\
\phi
\end{bmatrix}
\]  

(42)

The differential system in (42) is linear and nonhomogeneous and can be solved without assigning value to the step size \( \alpha \). Furthermore, expression in (42) resembles the bordered hessian matrix.
4.3 ALGORITHM APPLICATION

The discussed algorithm can be used in various applications where optimal control is required. In this section, we consider a mixture of chemical species held at a constant temperature and pressure. The mixture reaches its chemical equilibrium state simultaneously with reduction of the free energy of the mixture to a minimum [79]. This is a consequence of the second law of thermodynamics [80]

\[ \Delta G(p, T) = \Delta H - T \cdot S \]  \hspace{1cm} (43)

where \( \Delta G \) is the Gibbs free energy, \( \Delta H \) is the internal energy, \( T \) is the temperature, and \( S \) is the entropy. To achieve a chemical equilibrium, the objective function to be minimized is the expression of the free energy of the chemical mixture \( \Delta G \) [81].

A chemical equilibrium problem can be defined as a mathematical programming problem as in [82], with linear mass balance constraints that represents the possible chemical combinations of the chemical components of the mixture, and a nonlinear objective function representing the free energy of the mixture.

4.4 CHEMICAL MODEL

According to the mathematical model formulated in [82], a mixture consists of \( m \) chemical elements. It has been prearranged that the \( m \) different types of atoms can combine chemically to produce \( n \) compounds, where the monotonic atom is regarded for our purpose as a possible compound. Therefore,

\[ x_j = \text{the number of moles of compound } j \text{ present in the mixture at equilibrium,} \]

\[ \bar{x} = \text{the total number of moles in the mixture, where } \bar{x} = \sum_{j=1}^{n} x_j \]
\( a_{ij} \) = the number of atoms of element \( i \) in a molecule of compound

\( b_i \) = the number of atomic weights of element \( i \) in the mixture.

The mass balance relationships that must be considered for the \( i \) elements are

\[
\sum_{j=1}^{n} a_{ij} x_j = b_i, \quad i = 1, \ldots, m
\]  

(44)

And

\[ x_j \geq 0, \quad j = 1, \ldots, n \]  

(45)

Equations (44) and (45) will be used later in this section to develop the linear constraints. However, to determine the composition of the mixture at equilibrium state, values of \( x_j (j = 1, \ldots, m) \) that satisfy (44) and (45) must be obtained. The total free energy of the mixture is given by

\[
\sum_{j=1}^{n} x_j \left[ c_j + \ln \left( \frac{x_j}{X} \right) \right]
\]  

(46)

Where

\[ c_j = \left( \frac{F^o}{RT} \right)_j + \ln(P) \]  

(47)

where \( \left( \frac{F^o}{RT} \right)_j \) is the modal standard (Gibbs) free energy function for the \( j^{th} \) compound, and \( P \) is the total pressure in the atmosphere.

Therefore, the nonlinear programming problem then becomes: determine the values of a given component \( x_j (j = 1, \ldots, n) \) to minimize the nonlinear objective function (46) that’s is subjected to the linear constraints (44) and non-negativity restrictions in (45).

The problem considered in this section is the determination of the equilibrium composition resulting from subjecting the compound
to a temperature of 3500°K and a pressure of 750 psi.

Table 2 shows the 10 possible compounds, the Gibbs free energy function \(\left(\frac{F^o}{RT}\right)_j\), as well as the computed values of \(c_j\). The number of atomic weights of H, N, and O in the chemical mixture in (48) are assumed to be \(b_1 = 2, b_2 = 1,\) and \(b_3 = 1\).

Table 2: Mixture data at 3500 K and 750 psi

<table>
<thead>
<tr>
<th>(j)</th>
<th>Compound</th>
<th>(\left(\frac{F^o}{RT}\right)_j)</th>
<th>(c_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>H</td>
<td>-10.021</td>
<td>-6.089</td>
</tr>
<tr>
<td>2</td>
<td>(H_2)</td>
<td>-21.096</td>
<td>-17.164</td>
</tr>
<tr>
<td>3</td>
<td>(H_2O)</td>
<td>-37.986</td>
<td>-34.054</td>
</tr>
<tr>
<td>4</td>
<td>N</td>
<td>-9.846</td>
<td>-5.914</td>
</tr>
<tr>
<td>5</td>
<td>(N_2)</td>
<td>-28.653</td>
<td>-24.721</td>
</tr>
<tr>
<td>6</td>
<td>(NH)</td>
<td>-18.918</td>
<td>-14.986</td>
</tr>
<tr>
<td>7</td>
<td>(NO)</td>
<td>-28.032</td>
<td>-24.100</td>
</tr>
<tr>
<td>8</td>
<td>O</td>
<td>-14.640</td>
<td>-10.708</td>
</tr>
<tr>
<td>9</td>
<td>(O_2)</td>
<td>-30.594</td>
<td>-26.662</td>
</tr>
<tr>
<td>10</td>
<td>(OH)</td>
<td>-26.111</td>
<td>-22.179</td>
</tr>
</tbody>
</table>

To formulate the nonlinear programming model, based on (46), the nonlinear objective function to be minimized is

\[
f(x_1, \ldots, x_{10}) = x_1 \left[ -6.089 + \ln \left( \frac{x_1}{\sum_{j=1}^{10} x_j} \right) \right] + x_2 \left[ -17.164 + \ln \left( \frac{x_2}{\sum_{j=1}^{10} x_j} \right) \right] + \ldots
\]

\[
+ x_{10} \left[ -22.179 + \ln \left( \frac{x_{10}}{\sum_{j=1}^{10} x_j} \right) \right]
\]

And the linear constraints \(\phi_q\) of the nonlinear programming problem are:
\[ \phi_1 = x_1 + 2x_2 + 2x_3 + x_6 + x_{10} - 2 = 0 \]
\[ \phi_2 = x_4 + 2x_5 + x_6 + x_7 - 1 = 0 \]
\[ \phi_3 = x_3 + x_7 + x_8 + 2x_9 + x_{10} - 1 = 0 \]

where: \[ x_1 \geq 0, ... , x_{10} \geq 0 \]

4.5 QUASILINEARIZATION ALGORITHM IMPLEMENTATION

As discussed in the previous section, in order to optimize the proposed problem using the quasi-linearization algorithm, an augmented function that is equivalent to equation (49) is introduced. \( F = f(x_1, ..., x_{10}) + \lambda_1^T \phi_1 + \lambda_2^T \phi_2 + \lambda_3^T \phi_3 \) where \( \lambda_1, \lambda_2, \lambda_3 \) are Lagrange multipliers satisfying the number of constraints. To develop the algorithm, a performance index is created as following:

\[ P = \phi^T \phi \]
\[ Q = F_x^T F_x \]
\[ R = P + R \] (51)

Where \( P \) is the cumulative error, \( Q \) is the optimality condition error, and \( R \) is the overall error.

In our design, we desire that at every iteration \( \bar{R} < R \) and \( \Delta R < 0 \). To achieve this statement, first order Taylor series is performed on \( \Delta R \) as following

\[ \Delta R = \delta R + \frac{1}{2} \delta^2 R + H.O.T. \approx \delta R \] (52)

In addition, the tolerances \( \epsilon_1, \epsilon_2, \epsilon_3 \) are set to be \( 10^{-8}, 10^{-4}, 10^{-4} \), respectively.
4.6 PSEUDO CODE

In Summary, we can summarize the MQA in few steps. The following pseudo code describes all the steps that were used in the approach and executed in MATLAB R2018a environment.

After the problem and constraints are defined, the algorithm can follow:

Step 0.
   a) Start by defining the initial nominal points \( x, \lambda \)
   b) Evaluate \( \phi, F_x \) at the nominal points to get \( P, Q, \) and \( R \)

Step 1.
   a) Calculate \( F_{xx} \) and \( \phi_{xx} \)
   b) Solve System of Equations (26) to get \( A \) and \( B \)
\[
\begin{bmatrix}
F_{xx} & \phi_x \\
\phi_x^T & 0
\end{bmatrix}
\begin{bmatrix}
A \\
B
\end{bmatrix} = -
\begin{bmatrix}
F_x \\
\phi
\end{bmatrix}
\]

Step 2.
   a) Propose \( \bar{x} = x + \alpha A \) and \( \bar{\lambda} = \lambda + \alpha B \)
   b) Select \( \alpha \) by bisecting from \( \alpha = 1 \) such that \( \bar{R}(\alpha) < \bar{R}(0) = R \)

4.7 RESULTS

Depending on the initial guess for the values of \( x \) (the molecular mass) the algorithm will keep iterating until an optimal point for each value is reached. After trial and error, and to minimize the iterations, the following nominal points were considered,

\[
x_0 = [0.07 \ 0.3 \ 0.9 \ 0.002 \ 0.5 \ 0.0009 \ 0.03 \ 0.02 \ 0.05 \ 0.10]
\]

After three iterations, the following results in Table 3 and Table 4 were obtained:
Table 3: At First Iteration

<table>
<thead>
<tr>
<th>j</th>
<th>Compound</th>
<th>(x_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(H)</td>
<td>0.0338</td>
</tr>
<tr>
<td>2</td>
<td>(H_2)</td>
<td>0.2116</td>
</tr>
<tr>
<td>3</td>
<td>(H_2O)</td>
<td>0.7177</td>
</tr>
<tr>
<td>4</td>
<td>(N)</td>
<td>0.0014</td>
</tr>
<tr>
<td>5</td>
<td>(N_2)</td>
<td>0.4815</td>
</tr>
<tr>
<td>6</td>
<td>(NH)</td>
<td>0.0006</td>
</tr>
<tr>
<td>7</td>
<td>(NO)</td>
<td>0.0351</td>
</tr>
<tr>
<td>8</td>
<td>(O)</td>
<td>0.0233</td>
</tr>
<tr>
<td>9</td>
<td>(O_2)</td>
<td>0.0585</td>
</tr>
<tr>
<td>10</td>
<td>(OH)</td>
<td>0.1070</td>
</tr>
</tbody>
</table>

Table 4: At Last Iteration

<table>
<thead>
<tr>
<th>j</th>
<th>Compound</th>
<th>(x_j)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(H)</td>
<td>0.0407</td>
</tr>
<tr>
<td>2</td>
<td>(H_2)</td>
<td>0.1477</td>
</tr>
<tr>
<td>3</td>
<td>(H_2O)</td>
<td>0.7833</td>
</tr>
<tr>
<td>4</td>
<td>(N)</td>
<td>0.0014</td>
</tr>
<tr>
<td>5</td>
<td>(N_2)</td>
<td>0.4852</td>
</tr>
<tr>
<td>6</td>
<td>(NH)</td>
<td>0.0007</td>
</tr>
<tr>
<td>7</td>
<td>(NO)</td>
<td>0.0274</td>
</tr>
<tr>
<td>8</td>
<td>(O)</td>
<td>0.0180</td>
</tr>
<tr>
<td>9</td>
<td>(O_2)</td>
<td>0.0373</td>
</tr>
<tr>
<td>10</td>
<td>(OH)</td>
<td>0.0966</td>
</tr>
</tbody>
</table>

Due to the small number of iterations, which in this case three interactions, the minimum values of each compound of \(x_j\) are found to be close to each other. A two-dimensional plot is shown below in Figure 24 to visualize the results.
Figure 24: Explanation of the convergence of each element to its minimum values

As can be seen in Figure 24, solution converges within three iterations. For every element in the chemical mixture, the number of moles required for the reaction have been reduced after optimizing the objective function (49) with respect to the set of constraints in (50). To achieve chemical equilibrium and minimum Gibbs free energy, the following relationship must be accomplished

\[ \Delta G = G_{products} - G_{reactants} < 0 \]

And that is to say, \( G_{product} \) must be negative. Therefore, based on the approach taken in this chapter, and after substituting the optimized values of \( x_j \) obtained from Table 4 into Eq. (49), \( f(x_1, \ldots, x_{10}) \) will result in a \( G_{product} \) of \(-47.7580\). The values achieved are very similar and agrees to the values obtained by Dantzig in [82].

4.8 CONCLUSION

The modified quasi-linearization algorithm can be used in many optimization problems. In this paper, our objective was to minimize the Gibbs free energy coming out
of the mixture to reduce the amount of energy lost and achieve equilibrium concentration. 
The problem mostly arises in the implementation and analysis of the performance of fuels 
and propellants that is used in aerospace propulsion. The used algorithm has proven to be 
reliable and compatible to many other optimization methods currently used. And that 
validates the efficiency and accuracy of the MQA.
CHAPTER 5: A MULTI-LAYER PERCEPTRON NEURAL NETWORK WITH BACKPROPAGATION ALGORITHM

5.1. INTRODUCTION

In the past decade, computation has adopted the neural approach to tackle problems for which most conventional computational approaches have proved unsuccessful [83]. Such problems arise when a computer is asked to interface with the real world, for instance, the difficulty of visual pattern recognition becomes apparent when a computer program is asked to recognize digits which is difficult because the real world cannot be modeled with concise mathematical expressions. Problems of this type are pattern recognition, image processing, and machine vision [84]. Not coincidentally perhaps, these are precisely the types of problems that humans execute seemingly without effort. Therefore, people interested in building computers to tackle these problems have tried to adopt the existing understanding on how the brain computes. Neural networks (NNs) can learn and adapt themselves to inputs from the actual processes allowing representation of complex engineering systems, which are difficult to model either with traditional model-based engineering or knowledge based expert systems [85].

NN model relies on several very simple neuron-like processing elements locally interacting through a set of unidirectional weighted connections. Knowledge is internally represented by the values of the weights and topology of the connections. Learning involves modifying the connection weights [86]. There are two types of learning methods used in neural network: supervised and unsupervised learning [87]. In this chapter, the supervised learning method is investigated to design the NN where the output goal is to achieve the target by using back propagation learning algorithm. The backpropagation algorithm (BA) is used to learn the weights of a multilayer neural network with a fixed
architecture. It is therefore usually considered to be a supervised learning method, although it is also used in some unsupervised networks such as autoencoders [88]. The BA performs gradient descent to try to minimize the sum squared error between the networks output values and the given target values.

The rest of this chapter is organized as follows. The mathematical problem and neural network model formulation to solve the given problem are presented in Section 5.2. Section 5.3 explains the backpropagation algorithm used. The results and simulations are shown in Section 5.4. Finally, the conclusion of the work done is presented in Section 5.5.

### 5.2 MATHEMATICAL PROBLEM AND NEURAL NETWORK MODEL

The problem needs to be learned is shown below in Table 5, where the network must recognize the input and produce the exact values in the output. The input is a set of eight binary numbers that goes from one to eight consequently. Each input is assigned in a vector $x_i$ as follows:

<table>
<thead>
<tr>
<th>$x_i$</th>
<th>INPUT</th>
<th>DESIRED OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>10000000</td>
<td>10000000</td>
</tr>
<tr>
<td>$x_2$</td>
<td>01000000</td>
<td>01000000</td>
</tr>
<tr>
<td>$x_3$</td>
<td>00100000</td>
<td>00100000</td>
</tr>
<tr>
<td>$x_4$</td>
<td>00010000</td>
<td>00010000</td>
</tr>
<tr>
<td>$x_5$</td>
<td>00001000</td>
<td>00001000</td>
</tr>
<tr>
<td>$x_6$</td>
<td>00000100</td>
<td>00000100</td>
</tr>
<tr>
<td>$x_7$</td>
<td>00000010</td>
<td>00000010</td>
</tr>
<tr>
<td>$x_8$</td>
<td>00000001</td>
<td>00000001</td>
</tr>
</tbody>
</table>

The network used is eight-three-eight layers, where the hidden layer consists of three perceptron, and the input and output consist of eight perceptron where $x_i \in [x_1, x_8]$. The architecture of the neural network is shown in the following figure 25.
The input neurons are all multiplied by a weight $w_1$ depending on the size of the input and are connected to the hidden layer. The hidden layer introduces the incoming values to a sigmoid function. The output of the hidden layer is then multiplied by a weight $w_2$ and stores the values in the output neurons along with a constant bias of 1 whose value remains constant throughout the training and is added in the hidden layer. The bias is also connected to all the output neurons.

This is called feedforward propagation, where an input pattern $w_i$ is applied to the input layer and its effect propagates, layer by layer, throughout the network until an output is produced. In the feedforward propagation, the value of the hidden and output neurons is updated using sigmoid function as shown in Figure 26 below,
In general, for each of the incoming connections, a weight value $w_i$ will be assigned for each input $x_i$. When the network is active, the node receives the value $x_i$ and multiplies it by the associated weight. It then adds the resulting products together, yielding a single number, known as the net input function. It can be expressed as

$$\sum_{n=1}^{i} w_n x_n$$

(54)

Where $i$ is the number of inputs to the perceptron, $w$ is a vector of real-valued weights, and $x$ is a vector of the input values. The neuron’s output, 0 or 1, is determined by whether the weighted sum in equation (54) is less than or greater than a threshold value. The threshold is a real number which is a parameter of the neuron and can be expressed by,

$$\text{output of the net input function } f(x) = \begin{cases} 
1, & \text{if } \sum_{n=1}^{i} w_n x_n > \text{threshold} \\
0, & \text{if } \sum_{n=1}^{i} w_n x_n \leq \text{threshold} 
\end{cases}$$

(55)
By moving the threshold to the other side of the inequality, it can be replaced by what's known as the perceptron's bias, $b \equiv -\text{threshold}$. Using the bias instead of the threshold, the perceptron rule can be rewritten as,

$$
\Sigma f(x) = \begin{cases} 
1, & \text{if } w \cdot x + b > 0 \\
0, & \text{otherwise}
\end{cases}
$$

(56)

bias is a measure of how easy it is to get the perceptron to output a value of 1. A perceptron with a positive bias, can easily output a value of 1. However, if the bias is negative, then it's challenging for the perceptron to output a value of 1.

The net input function then introduces its value to an activation function (i.e. sigmoid function). If the outcome number is below a threshold value, the node passes no data to the next layer. If the number exceeds the threshold value, the node sends the number (the sum of the weighted inputs) to all its output connections.

$$
\sigma(\text{net}) = \frac{1}{1 + e^{-\text{net}}}
$$

(57)

To put the output of the sigmoid neuron in one explicit equation the with inputs $x_1, x_2, ..., x_i$ and weights $w_1, w_2, ..., w_i$ and bias $b$. The equation then becomes

$$
\sigma(\text{net}) = \frac{1}{1 + \exp(-\sum_{n=1}^{i} w_n x_n - b)}
$$

(58)

The sigmoid function is one of the most popular functions in neural network because it satisfies a property between the derivative and itself such that it is computationally easy to perform. The sigmoid function takes the weighted sum $\text{net}$ as
the input of the values coming from the units connected to it and produce $\sigma(\text{net})$. The same process is carried between the hidden layer and the final output layer.

### 5.3 Backpropagation Algorithm

In backpropagation, the first step is to calculate the error produced by the activation function to eventually update the weight as shown in figure 27.

![Feedforward propagation after obtaining the error](image)

**Figure 27: Feedforward propagation after obtaining the error**

An expected output needs to be defined into the system and then the error is determined by comparing the output of the network with the expected output via the squared error formula as

$$E[\bar{w}] = \frac{1}{2} \sum (t_k - o_k)^2$$ (59)

Where $t_k$ is the desired target value, $o_k$ is the perceptron output from the hidden layer at any output instance $k$. $o_k = w_0 + w_1x_1 + \cdots + w_i x_i$. The error terms of the output units are sometimes written as,
\[ \delta_k = o_k(1 - o_k)(t_k - o_k) \]

The next step now is to update the weights using gradient descent so that they can cause the predicted output to be close to actual output. Therefore, minimizing the error for each output neuron and getting closer to the desired target. The gradient descent can be expressed as

\[ \frac{\partial E}{\partial w_i} = \frac{\partial E}{\partial o_k} \frac{\partial o_k}{\partial \text{net}_k} \frac{\partial \text{net}_k}{\partial w_i} \quad \text{(60)} \]

\[ \nabla E[\vec{w}] = \left[ \frac{\partial E}{\partial w_0}, \frac{\partial E}{\partial w_1}, \ldots, \frac{\partial E}{\partial w_l} \right] \]

\[ \frac{\partial E}{\partial w_i} = \frac{1}{2} \sum \left( t_k - o_k \right)^2 \left( \frac{1}{2} \sum (t_k - o_k)^2 \right) \]

\[ = \frac{1}{2} \sum \frac{\partial}{\partial w_i} (t_k - o_k)^2 \]

\[ = \frac{1}{2} \sum 2(t_k - o_k) \frac{\partial}{\partial w_i} (t_k - o_k) \]

\[ = \sum (t_k - o_k) \left( - \frac{\partial o_k}{\partial w_i} \right) \]

\[ = \sum (t_k - o_k) \frac{\partial o_k}{\partial \text{net}_k} \frac{\partial \text{net}_k}{\partial w_i} \quad \text{(61)} \]

The derivative of the sigmoid function \( \sigma(z) \) is equal to

\[ \frac{\partial o_k}{\partial \text{net}_k} = \frac{\partial \sigma(\text{net}_k)}{\partial \text{net}_k} \quad \text{(62)} \]

From Equation (57). Since \( \sigma(\text{net}) = \frac{1}{1 + e^{-\text{net}}} = \frac{e^{\text{net}}}{1 + e^{\text{net}}} \)
Therefore,

\[
\frac{\partial \sigma(\text{net})}{\partial \text{net}} = \frac{e^{\text{net}}(1 + e^{\text{net}}) - e^{\text{net}}e^{\text{net}}}{(1 + e^{\text{net}})^2}
\]

\[
\frac{\partial \sigma(\text{net})}{\partial \text{net}} = \frac{e^{\text{net}}}{(1 + e^{\text{net}})^2} = \sigma(\text{net})(1 - \sigma(\text{net})) \tag{63}
\]

\[
\frac{\partial \text{net}_k}{\partial w_i} = \frac{\partial (\vec{w} \cdot \vec{x})}{\partial w_i} = x_{i,k} \tag{64}
\]

Substituting equations (61), (63), (64) in (60) yields to

\[
\frac{\partial E}{\partial w_i} = \sigma(\text{net})(1 - \sigma(\text{net}))\sum(t_k - o_k)x_{i,k} \tag{65}
\]

Therefore, equation (65) can be rewritten to calculate the error terms from the output units that are used to calculate error terms for the hidden units as,

\[
\delta_z = o_z(1 - o_z)\sum_{k} \delta_k w_2^T \tag{66}
\]

where, \(\delta_k\) represents the output error term for any output instance \(k\) and \(o_z\) represents the value for any hidden instance unit \(z\) that is found in feedforward step. After calculating all the errors values associated with each unit (hidden and output), we can now transfer this information into the weight changes \(\Delta_{ij}\) between units \(i\) and \(j\). For weights \(w_1\) between input unit \(I_i\) and hidden unit \(h_j\), the alteration \(\Delta_{ij}\) can be written as,

\[
\Delta_{ij} = \eta \delta_{h,j} x_i \tag{67}
\]

where, \(\eta\) is a small constant (learning rate e.g. 1), \(x_i\) is the input to the i-th input node and \(\delta_{h,j}\) is the error term to the j-th hidden node. For weights \(w_2\) between hidden unit \(h_i\) and output unit \(o_j\), the alteration can be written as,
\[ \Delta_{ij} = \eta \delta_{oj} h_i \]  

where, \( h_i \) is the hidden value to the i-th hidden node and \( \delta_{oj} \) is the error term to the j-th output node. Each alteration \( \Delta \) is added to the weights to update the weight vectors. Finally, the weight that minimizes error function is then considered to be solution. The backpropagation algorithm pseudo code is shown in the next section.

5.4 PSEUDO CODE

With the given desired output and input in Table 5, and backpropagation algorithm was designed and run in MATLAB2018a environment as shown in the following table. The error tolerance was kept as 0.01, a learning rate was set as 0.5.

THE BACKPROPAGATION ALGORITHM

Step 0.
   a. Initialize weights \( w_1 \) and \( w_2 \), and learning rate \( \eta = 0.5 \).
   b. Set input vector \((x)\) and target vector \((t)\).
   c. Set maximum number of iterations (e.g. 3000), and tolerance = 0.01.

While iteration<maximum number of iteration or error>tolerance

Step 1.
   a. Calculate hidden activations using sigmoid function.
   b. Calculate output activations using sigmoid function.

Step 2.
   a. Compute error for each network output unit \( k \):
      \[ \delta_k = o_k (1 - o_k) (t_k - o_k) \]
   b. Compute error for each network hidden unit \( h \):
      \[ \delta_h = o_h (1 - o_h) \sum \delta_k w_2^T \]
   c. Update each network weights:
      \[ w_1 = w_1 + \eta \delta_h x \]
      \[ w_2 = w_2 + \eta \delta_o h \]

end

A constant bias value of 1 was added in hidden layer and maximum number of iterations was set to 3000.
5.6 RESULTS

The output results after training the neural network are shown in Table 6. Notice that the diagonal values are close to value of one.

Table 6: The obtained results with $x_i$, $o$ is the diagonal values

<table>
<thead>
<tr>
<th></th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$x_5$</th>
<th>$x_6$</th>
<th>$x_7$</th>
<th>$x_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9107</td>
<td>0.0027</td>
<td>0.0602</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.0800</td>
<td>0.0027</td>
<td>0.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.0613</td>
<td>0.9095</td>
<td>0.0109</td>
<td>0.0624</td>
<td>0.0541</td>
<td>0.0011</td>
<td>0.0000</td>
<td>0.0003</td>
</tr>
<tr>
<td>3</td>
<td>0.0492</td>
<td>0.0007</td>
<td>0.9298</td>
<td>0.0373</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0418</td>
<td>0.0000</td>
</tr>
<tr>
<td>4</td>
<td>0.0000</td>
<td>0.0053</td>
<td>0.0615</td>
<td>0.9285</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0033</td>
<td>0.0564</td>
</tr>
<tr>
<td>5</td>
<td>0.0009</td>
<td>0.0457</td>
<td>0.0000</td>
<td>0.0002</td>
<td>0.9202</td>
<td>0.0539</td>
<td>0.0001</td>
<td>0.0527</td>
</tr>
<tr>
<td>6</td>
<td>0.0456</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0615</td>
<td>0.9047</td>
<td>0.0538</td>
<td>0.0010</td>
</tr>
<tr>
<td>7</td>
<td>0.0021</td>
<td>0.0000</td>
<td>0.0455</td>
<td>0.0004</td>
<td>0.0000</td>
<td>0.0400</td>
<td>0.9235</td>
<td>0.0350</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0000</td>
<td>0.0349</td>
<td>0.0351</td>
<td>0.0020</td>
<td>0.0366</td>
<td>0.9400</td>
</tr>
</tbody>
</table>

It is found that the error tolerance was less than defined threshold and after 2221 iterations, that means the simulation does not need to run all way to defined 3000 iterations. Figure 28 shows the convergence of error for all eight inputs. The sum of squared errors for each output unit is found by

$$E = \frac{1}{2} \sum (t_k - o_k)^2$$
Figure 28: Sum of squared errors

Figure 29 shows the hidden unit encoding for third input. The three hidden unit values for that input [00100000] after 2221 iterations.

Figure 29: Three hidden unit values for third input

Figure 30 shows the weights from input layer to second hidden unit to observe how the randomly initialized weights were converged to final value.
5.5 CONCLUSION

In this chapter a neural network multi-layers perceptron is implemented and explained to solve a binary problem. The back-propagation algorithm is investigated to train and update the weight from input-to-hidden and from hidden-to-output. Gradient descent of the error is derived and used in the back-propagation algorithm. During the simulation, it was observed that all the errors are not always going to be converged although the iterations were enough. Therefore, a constant bias is added to the hidden layer of the system to ensure convergence.
CHAPTER 6: DESIGN PORTFOLIO

6.1 MATERIAL-HANDLING MANIPULATOR

A ceiling material-handling manipulator with a variable stiffness joint is shown below in Figure 31. This flexible joint can be used in many fields, for instance, agriculture, production lines, and warehouses.

Figure 31: material-handling manipulator

Shown in Figure 32 is a closer look at the flexible joint, i.e. variable stiffness joint.

Figure 32: Material-handling flexible joint illustration
The material-handling manipulator is not only limited to ceiling attachments but can also be reconfigured for mobility and access to fields or plants by attaching it to a mobile robot or a pick-up truck, for example, as shown in Figure 33.

![Material-handling manipulator on a pick-up truck](image1)

Figure 33: Material-handling manipulator on a pick-up truck

The flexibility of the joint and wide range of motion can allow the end-effector and the operator move around the field as desired. Shown in Figure 34 and Figure 35 is the material-handling manipulator with a different working angle.

![Illustration of the material-handling manipulator working space](image2)

Figure 34: Illustration of the material-handling manipulator working space
6.2 BACK-PAIN REHABILITATION ROBOT

An illustration for the scaled-down prototype CAD model of the Back-Pain Rehabilitation Robot presented in Chapter 2 is shown below in Figure 36.

A full-scale model following the concept of series elastic actuation is then designed and built. Figure 37 shows the CAD model of the driving mechanism of the back-pain rehabilitation robot.
Figure 37: Driving mechanism design of the back-pain rehabilitation robot

Figure 38 shows the full-scale model CAD with the back bench used in the rehabilitation process. The mechanism was then fabricated.
6.3 FLYING BRACHIATOR

Derived from the Brachiating Robot presented in Chapter 3, the flying brachiator is equipped with four propellers in each linkage. This allows the robot to fly and navigate different structures by switching the mobility mode as desired, swing or fly. A camera is attached to the robot to be used in inspecting the structures navigated. Shown in Figure 39 is the flying brachiator in the stationary mode, activating the swing-like-pendulum motion.

![Figure 39: Flying robot in a stationary mode](image)

Shown in Figure 40, the flying brachiator with all its eight propellers activated for flying mode.

![Figure 40: Brachiator robot flying mode illustration](image)
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